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Abstract

The generalized LR parsing algorithm for context-free grammars, invented by
Tomita in 1986, is extended for the case of Boolean grammars — a recently introduced
generalization of context-free grammars with logical connectives added to the formalism
of rules. A high-level description of the algorithm, an elaborate example of its operation
and a suggested implementation are provided. The algorithm has been implemented in a
parser generator. However, the proof of the algorithm’s correctness is so far incomplete,
hence the preliminary status of this report.

Introduction

Knuth’s discovery of the LR parsing algorithi#][in 1965 became one of the most significant
contributions of formal language theory to software engineering. Being applicable to every
deterministic context-free language and working in linear time, this algorithm possessed ex-
actly the qualities in demand by the compiler industry, which ensured quick recognition and
continued work in this direction.

For technical details on Knuth’s LR the reader is directed to the well-known textbook on

compilers by Aho, Sethi and Ullmad]f In short, the algorithm uses stack memory, which
contains a stringv of terminals and nonterminals and the computation history of a certain
DFA on «. The algorithm performs actions of two types:

e Shift which means reading the next symbol of the input string, pushing it onto stack

and consuming it.


http://www.cs.queensu.ca/home/okhotin/�

e Reducewhich pops the symbols forming the righthand sidef some ruled — o« €
P off the stack and then pushdsonto the stack.

By the names of these actions, LR parsing is nickna®left—Reduc@arsing. The choice

of action to apply at every step of the computation is determined by the contents of the stack
and byk lookahead symbols, accounted by the means of a parsing table. If the table unam-
biguously specifies the action to perform in any possible situation, thé)Lédnh proceed
deterministically and do the parsing in linear time. The grammars for which such a table can
be constructed is called LR), and the language family covered by such grammars, for any

k > 1, is the family of deterministic context-free languages.

If one attempts to construct an LE)(parser for a grammar that is not L§( one obtains
so-calledLR conflicts— ambiguously defined entries of the parsing table, which correspond
to the situations where the correct action to perform cannot be determinedioloiodahead
symbols and the contents of the stack. In such a situation the parser has to guess whether
it shouldshift or reduce and by which rule should it reduce if there are several candidates.
Although this nondeterminism could be simulated by backtracking, that would yield worst-
case exponential time, which is unacceptable.

A polynomial-time algorithm to simulate nondeterminism in LR was given by Tomita
[11,112]. Whenever a standard deterministic iRhas to make a choice between two or
more actions (Shift or Reduce), Tomita’s parser, naiBederalized LRy its author, per-
forms both actions at the same time, storing all possible contents of the LR parser stack in
the form of a graph. Although the number of possible computations of a nondeterministic
LR parser can depend exponentially on the length of the string, the graph-structured stack
never contains more than(n) vertices and therefore always fits@{n?) memory. A lot of
improvements and refinements of the original Tomita’s algorithm have been proposed since
it was introduced2, 13]; in particular, it was shown that if the most efficient graph search
algorithms are employed, then the algorithm can be made to work in time at most cubic of
the length of the input. Also this algorithm has been adapted for conjunctive grammars by
the author @).

In this paper, this algorithm is further extended to handle the case of Boolean grammars
[8]. This results in a method general enough, so that the conjunctivé]l.Rgmita’s context-
free generalized LR12] and Knuth’s deterministic LR4] become its simple subcases. This
makes the new algorithm technically quite complicated, yet computationally still feasible:
it can be implemented to work in no more than cubic time on conjunctive and context-free
grammars (by the virtue of performing exactly the same computation as the more specialized
algorithms|L2, 6] would perform), and in linear time on context-free LlRgrammars, while
for Boolean grammars of the general form it works in cubic time under not at all restrictive
assumptions upon a grammar.



2 Boolean grammars

Boolean grammars are context-free grammars with exganjunctionandnegationopera-
tions in the formalism of rule.

Definition 1 ([8]). A Boolean grammar8] is a quadrupleG = (3, N, P, S), whereX and
N are disjoint finite nonempty sets of terminal and nonterminal symbols respectived\g
finite set of rules of the form

A—-a&.. . &apn&—0&... &6, (m+n>1, ap,F € (XUN)Y, (1)

while S € N is the start symbol of the grammar.

For each rule ), the objectsd — «a; and A — —g; (for all ¢, 5) are called conjuncts,
positive and negative respectively. A conjunct with unknown sign can be detoeted--,
which means 4 — yor A — —".

A Boolean grammar is called a conjunctive gramn&jr if negation is never used, i.e.,

n = 0 for every rule ). It degrades to a context-free grammar if neither negation nor
conjunction are allowed, i.e;p = 1 andn = 0 for all rules.

Defining the semantics of Boolean grammars — i.e., the language a grammar generates —
turned out to be rather nontrivia8]. The definition is based upon language equations with
concatenation and all set-theoretic operations, roughly similar to the well-known characteri-
zation of the context-free grammars by a simpler class of language equations with union and
concatenation only3].

Definition 2. LetG = (X, N, P, S) be a Boolean grammar. The system of language equa-
tions associated withty is a resolved system of language equations avarvariablesN, in
which the equation for each variablé € N is

A= U [ﬂai N ﬂﬁ_j} (forall A € N) (2)
A—a1&.. . &om&—P1&.. . &—BpeP Li=1 j=1

AvectorL = (L4, ..., L,) is called a naturally reachable solution @&)(if for every finite
M C ¥* closed under substring and for every stringt M (such that all proper substrings
of u are in M) every sequence of vectors of the form

AN A AT (3)

(whereL® = (L, N M, ..., L,N M) and every next vectat*") # L in the sequence is
obtained from the previous vectéf? by substituting somg-th component withp; (L") N
(M U {u})) converges to

(Lin(MU{u}),...,L, N (M U{u})) (4)

in finitely many steps regardless of the choice of components at each step.
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In all practical cases (which exclude artistry like using a nontermialith a rule
A — —-A&B), a system associated with a grammar will have a naturally reachable solu-
tion (L4,..., L,), and the languagé.(A;) generated by everyth nonterminalA can be
defined ad.; then. The language of the grammari&s) = Lq(S).

Following is a Boolean grammar that generates the well-known non-context-free lan-

guage{ww | w € {a,b}*}:

S — "AB&—-BA&C A — aAa|aAb|bAa|bAb|a
C — aaC' | abC' | baC' | bbC' | € B — aBa | aBb|bBa |bBb|b

3 Arrestricted case of Boolean grammars

Define the following transform of a Boolean grammar: given a gram@ar (X, N, P, S),
consider the set of rules

positive(P) = {A — an& ... &ay | A — a& .. &an&—pi& ... &6, € P} (5)

Using ®) as the set of rules of a new grammar, a grammasitive(G) =
(33, N, positive(P), S) is obtained. It is a conjunctive gramm&i.[

Definition 3. LetG be a Boolean grammar. A sequence of conjuncts

A — j:7711426’17
Ay — i772A3927
. (6)

Ay — EnApay,

such that! > 1, € € Lyositive(a) (i) ande € Lposirive()(6;) for all 4, is called a chain from
Ajto Ayyq. Acycle is a chain from a nonterminal to itself.

If the conditions € Lositive() (1) I8 lifted, while the rest of the conditions remain (in-
cluding the requirement that e L,,s.i0c(c) (0;) for all ), the sequencéy is called a right-
chain fromA; to A, ;.

A chain (or a right-chain) fromd to B means a certain dependency4bn B — or, in
other words, an influence @ on A.

Definition 4. Let G be a Boolean grammar and let a nontermindhave a chain to itself.
This cycle is said to be negatively fed by a right-chain, if there exists a right-chain4rtm
a nonterminalB, such that some rule faB contains a negative conjunct.

In the following a loop negatively fed by a right-chain will be referred to as just a nega-
tively fed loop.

The following grammar has a cycle (a chain frohto A, going throughl” and.S), which
is negatively fed by a right-chain from to B, where a rule fo3 has a negative conjunct:
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S — A
A-T|X
T—S

X —aB
B — e&—FE
E —e¢

The dependence of nonterminals on each other is illustrated in Flgure

ATl X -
TS 5 e o]
~—

E-c¢

Figure 1:How a cycle is negatively fed.

Note that the associated system of language equations has a naturally reachable solu-
tion (9, @, ¥, @, &, {e}). Hence this is a well-formed Boolean grammar that generates the
languagez. However, this grammar and any other grammars with negatively fed loops are
problematic for the LR parsing algorithm described below.

In the following it will be assumed that Boolean grammars used with the algorithm have
no negatively fed loops. This is a very weak condition. For instance, every Boolean grammar
in the binary normal form§] does not have any chains at all, not to mention any loops,
especially negatively fed ones. Since every Boolean grammar can be effectively transformed
to the binary normal form, this requirement causes no loss of generality.

The absense of negatively fed loops is a syntactical condition that does not rely upon the
semantics of Boolean grammars. The following useful result can be proved:

Theorem 1. Every Boolean grammar without negatively fed cycles complies to the semantics
of naturally reachable solution.

The proof is by reduction to a system of Boolean equations. Let us first define the corre-
sponding restriction on Boolean equations.

Definition 5. Letx; = fi(z1,...,x,) (1 < ¢ < n) be a system of Boolean equations. A
sequence of variables,, ..., z;,,, (¢ > 1), such that;, , is an essential variable irfi;,; for
all j (1 <j</),iscalled a chain fronx;, to ;.

A cycle is a chain from a variable to itself. It is said to be negatively fed, if there exists a
chain from some;;, to a variablex,, such thatf, is not a monotone function.

ij+1

The following lemma on Boolean equations contains the main idea of the proof of Theo-
reml.



Lemma 1. Letz; = fi(x1,...,x,) (1 < i < n) be a system of Boolean equations without
negatively fed cycles. Consider any sequence of Boolean vectors

R I (AN]SR (/1 Y 2] T (7)
such that(®\”, ..., ") = (0,...,0), and for everyj > 0 it holds that:
e There exists a nonempty s{e’g .t} € A{1,...,n} of positions in the vector, such
that b0+ = p, (b7, .. bU ) (for 1 < ¢, < €) b0 = f,, (0, b)) (for

¢ <t; < n)andb; G+ — b for all positions: not in the designated set, and

o (OFTV by £ b)),

Then, regardless of the choice of the sets of positions at each step, this sequence converges
to a solution of this system of Boolean equations in at r@osteps, and all these sequences
converge to the same solution {If, ... n} is chosen as a set of positions at every step, the
sequence converges in at mesiteps.

Proof of Theorerd. For all M, w andL (mod ) as in Definitiori2, it has to be shown that
the computation of a naturally reachable solution modula {w} always terminates and
converges to the same vector modoU {w}. The proof is an induction on the cardinality
of M.

Basis.M = &, w = ¢.

Ty = \/ </\ conjunct(c;) /\ ﬁcon]unct(ﬁz)) (8a)
A ar&.. &am&—pi&...&~BreP N i=1

conjunct(s;

. ANV AN JN if e € Lpositive(G)(Si) for all
5k) = { 0 otherwise (8b)

Let the equation for a variable, refer to a variablerz in its right hand side; this implies

€ € Lyositive()(s;) for all 4, and hence a conjunet — £7 56, such that ¢ Lposme(g) (n)

ande € Lpositive()(¢). Hence, every chain in the dependenci@sifplies a chain in the

grammar in the sense of Definiti@ and every negatively fed cycle i8)(implies a cycle

negatively fed by a chain in the grammar. By assumption, the original grammar contains

no such cycles, which implies that the Boolean syst8nh@s no negatively fed cycles.

Therefore, Lemma! holds with respect ta8), and the condition of DefinitioR is satisfied.
Induction step. Let L,, be the naturally reachable solution modult. Construct a

system of Boolean equations as follows:

Ty = \/ (/\ conjunct(o;) /\ ﬂconjunct(ﬂ,)) (9a)

A—a1 & &am&—B1&..&eBn EP i=1
1, if@UESl...Sk(LJ\/[)
conjunct(sy ...s) = \/ x5, Otherwise (9b)

Qe € LA{(S]') for a”j 75 i



Again, if the equation forc 4 refers tox g, this implies a conjunctd — +7nB#6, such
thate € Lyositive() (1) @Nde € Lyosinivec)(#). The rest of the argument is as in the basis
case. ]

4 The parsing table

Each algorithm from the LR family is guided by a parsing table constructed with respect to
a grammar. For every state from a finite set of stdleend for each lookahead string from
»<¥, the parsing table provides the parser with the action to perform — whether to shift the
next input symbol or to reduce by a certain rule. There exists a multitude of different table
construction techniques for Knuth's deterministic algorithm, applicable to slightly different
classes of grammars and yielding tables of different size. In the case of Tomita’s nonde-
terministic algorithm, the difference between these methods is not very essential, and the
simplest of them, SLR(1)1], is typically used. Let us adapt the context-free SLR@ble
construction method for the case of Boolean grammars.

The first step is to construct a deterministic finite automaton over the alphabeV,
called the LR(0) automaton, which recognizes the bodies of grammar rules in the stack. In
our case this step is the same as in the context-free case. While in the context-free case the
states of the LR(0) automaton are sets of dotted rules, dotted unsigned conjuncts are used in
the case of Boolean grammars:

Definition 6. LetG = (X, N, P, S) be a Boolean grammard — « - 3 is called a dotted
conjunct, if the grammar contains a conjuntt— +af. Letdc(P) denote the (finite) set of
all dotted conjuncts.

Let the set of states @ = 29%"), In order to define the initial state and the transitions
between states, the functiodl®sure andgoto are used. They are defined as in the classical
context-free LR theory, with the only difference that the objects they deal with are called
conjuncts rather than rules.

For every set of dotted conjuncls and for everys € ¥ U N, define

goto(X,s) ={A—as-f|A—a-sfe X} (10)

closure(X) is defined as the minimal set of dotted conjuncts that cont&irend satisfies
the condition that for eacH — « - By € closure(X) (Wherea,y € (XU N)*, B € N)and
for each conjuncB — =+ € conjuncts(P) it holds thatB — - € closure(X).

Define the initial state of the automaton @s = closure({S — 0| S — 4o €
conjuncts(P)}), while the transition from a staie C dc(P) by a symbols € ¥ U N is
defined as follows¥(q, s) = closure(goto(q, s)). The statez C dc(P) is an error state
and will be denoted by-. Note that, in the terminology of Aho, Sethi and Ulimatj [
d(q,a) = ¢ (a € X) is expressed asACTION[q, a] = Shift¢”, while §(¢, A) = ¢ (A € N)
means GoTO(q, A) = ¢



An important property of this DFA is that each state has unique accessing string — in the
sense that i (¢;, w1) = 0(qa, wo) and|w;| = |ws|, thenw; andw, coincide. Hence for every
stateq and for every numbet, if ¢ has am-symbol accessing string, this string is uniquely
defined.

Lets% = {w | w € ¥*, |w| < k}. For any stringu, define

w, if jw) <k

first £ symbols ofw, if |w| > k (11)

Firsty(w) = {

This definition can be extended to language$'asst; (L) = {First,(w) | w € L}.
In the case of the context-free SUB(the reduction function is constructed using the sets
FoLLow,(A) C ¥sF (A € N)that specify the possible continuations of strings generated by
a nonterminald. This is formalized by context-free derivations:c FOLLOW(A) means
that there exists a derivatich—* 2 Ay, such thatirst;(y) = u. The corresponding notion
for the case of Boolean grammars is, in the absense of derivation, somewhat harder to define:

Definition 7 ([9]). Let us say that. € >* followso € (X U N)* if there exists a sequence of
ConjunCtSAO — Oquﬁl, A1 — OéQAQﬁQ, . .Ag_l — OégAgﬁg, Ag — 7]0'9, such thatAo =35
andu € Lg(eﬁg .. ﬁl)

Now, for every nonterminald € N, define FIRST,(A) = Firsty(Ls(A)) and
FoLLow,(A) = {First,(u) | u follows A}.

Already for conjunctive grammars there cannot exist an algorithm to compute the sets
FIRST, and FoLLow, precisely B]. However, since the LR algorithm uses the looka-
head information solely to eliminate some superfluous reductions, if theFsess; (A)
and FoLLow,(A) are replaced by some of their supersets, the resulting LR parser will
still work, though it will have to spend extra time doing some computations that will not
influence the result. Algorithms to construct superdetsRsT,(A) O FIRST.(A) and
ProLLOwW,(A) O FoLLow,(A) have been developed for top-down parsing of Boolean
grammars and can be found in the corresponding technical re@jprief us reuse them
for LR parsing.

The setPFoLLow,,(A) are used to define threduction function? : Q x % — dc(P)
which tells the reductions possible in a given state if the unread portion of the string starts
with a givenk-character string. In the SLR) table construction method, it is defined as
follows:

R(g,u) ={A— a|A— o € q, u € PFOLLOW,(A)} (12)

for everyq € Q andu € YX<*. In the notation of Aho, Sethi and Ullmad, — o € R(q,u)
means ACTION|g, u] = Reduced — «”.

As in the context-free case, the states from {q...-} can be enumerated with consec-
utive numberg), 1,...,|Q| — 1, where O refers to the staig. The set of dotted conjuncts
(itemg corresponding to a statec @ will be denoted(q) then.



5 The algorithm

The new LR-style algorithm for Boolean grammars is a generalization of the algorithm for
conjunctive grammarsg], which in turn extends Tomita’s algorithnl2] for context-free
grammars.

All three algorithms share a common data structurgragh-structured stagkntroduced
by Tomita [12] as a compact representation of the contents of the linear stack of Knuth’s LR
algorithm in all possible branches of nondeterministic computation. The graph-structured
stack is an oriented graph with a designasedrce node The nodes are labeled with the
states of the LR automaton (such as the ShR{tomaton constructed in the previous sec-
tion), with the source node labeled with the initial state. The arcs are labeled with symbols
from X U N. There is a designated nonempty collection of nodes, c#iedop layerof
the stack. Every arc leaving one of these nodes has to go to another node from the top layer.
The labels of these nodes should be pairwise distinct, and hence there can be|ék| rogst
layer nodes.

Figure 2:Sample contents of the graph-structured stack.

Consider the graph in Figui2 the leftmost node labeled O is the source node; the two
rightmost nodes labeled 5 and 2 form the top layer. There is another node labeled 2 — the
direct predecessor of 5 — which is not in the top layer.

Initially, the stack contains a single source node, which at the same time forms the top
layer. The computation of the algorithm is an alternatiorediuction phasesvhich modify
the nodes in the top layer without reading the input, ahdt phaseseach reading and
consuming a single input symbol and forming an entirely new top layer as a successor of the
former top layer.

The shift phase is done identically in all three algorithms. d_é the next input symbol.

For each top layer node labeled with a statéhe algorithm looks up the transition table,
d(q,a). If 6(q,a) = ¢’ € @, then a new node labeled is created and is connected tq@’

with an arc labeled; this action is calle®hiftq’. If §(¢,a) = —, no new nodes are created,

this condition is called “Local error”; if this is the case for all the nodes, the algorithm
terminates, reporting a syntax error. The nodes created during a shift phase form the new top
layer of the graph, while the previous top layer nodes are demoted into regular nodes.

In Figure3(a) the top layer contains the nodes 1, 2, 3 and 40ahdi) = 5, §(2,a) = —
andé(3,a) = 6(4,a) = 6. Thus a new top layer formed of 5 and 6 is created, while 2 and its

9



predecessors that are now disconnected from the new top layer are removed from the stack.

®) _ © 50
S
A @ A @

Figure 3:(a) Shifting; (b) Reductions for context-free and (c) conjunctive grammars.

The reduction phase in each of the cases amounts to doing some identical transformations
of the top layer until the stack comes to a stable condition, i.e., no further transformations are
applicable. The difference between the three algorithms is in the particular transformations
used.

In the context-free caseL2], the only operation iseduction Suppose there exists a top
layer nodey, a nodey’ and a ruled — «, such thatA — « € R(q) andq¢’ is connected tq
by a patha. Then the algorithm can perform the operation “Reddce> «” at ¢/, adding a
new arc labeled with1, which goes from;’ to a top layer node labeleti¢’, A). If there is
no nodej(¢’, A) in the top layer, it is created. This case is illustrated in Fi@{d.

In theconjunctive case 6], reductionis still the only operation. However, now rules may
consist of multiple conjuncts, and hence the conditions of performing a reduction are slightly
more complicated. Letl — o & ... &a,, be arule, ley be a node and lef;,, ..., q;,, be
top layer nodes, such that, for gll A — a; € R(q;) andq is connected to each, by a
patha;. The operation “Reducg — o, & . .. &a,,,” can be done, adding a new nonterminal
arc A from ¢ to a top layer nodé(q, A). See Figur@(c).

The case oBooleangrammars requires more complicated handling. There are two oper-
ations:reduction which is the same as in the previous cases, but with yet more complicated
prerequisites, anishvalidation which means removing an arc placed by an earlier reduction.
In order to reduce by aruld — o1& ... &a,,&01& ... &5, from a nodey, this node
g should be connected to the top layer by each of the paths ., «,,, and by none of the
pathss,, ..., B,. This nonexistence of paths is shown in Figéeft) by dotted lines ending
with crosses. This allows the algorithm to do “Redute~ a & ... &a,,, & 01& ... &B3,.",
adding an arc labeled from ¢ to 6(¢, A) in the top layer.

Invalidation is the opposite of reduction. Suppose there exists a paiel an arc
labeled with A from ¢ to a node in the top layer, such that the conditions for mak-
ing a reduction by any rule fod from the nodeq are not met — i.e., for every rule
A — a&.. . &a,&0,&...&0G, for A either for some there is no path frong to the
top layer labeledy;, or for some;j there exists a path from to the top layer with the la-
bels formings;. Then the earlier made reduction (which added thiarc to the graph) has
to be invalidated, by removing the arc frogto the top layer nodé(q, A). Note that an
invalidation of an arc can make the graph disconnected.
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Figure 4:Reduction phase for Boolean gramméaReduceandinvalidate

Let us note that in the case of context-free and conjunctive grammars, in the absense
of negation, arcs can only be added, and the conditions for invalidation would never hold.
On the other hand, if there is negation, then a reduction by adule a&—f3 at a node;
can be made at the time when there is a pathom ¢ to the top layer, but there is no path
(3; however, subsequent reductions may cause this pathappear, rendering the earlier
made reduction invalid. This is something that does not have an analog in LR parsing for
negation-free grammars.

The reduction phase as a whole can be partially formalized by the following nondeter-
ministic algorithm:

while any reductions or invalidations can be done
choose a nonempty set of reductions/invalidations to do
add/remove these arcs simultaneously

In Section? below the algorithm is claimed to be correct regardless of the choice of
reductions/invalidations at every step.

One possible implementation of the reduction phase is to do just one action at once;
this is the most intuitively clear approach, and it is used in the example in S&:tidhe
implementation described in Secti@does all valid reductions and invalidations at every
step, which allows to prove a polynomial complexity upper bound.

Except for these major differences in the reduction phase, the three algorithms are iden-
tical in all other respects. Following is the general schedule of the algorithm:

Input: a stringw = a; . .. a,.
Let the stack contain a single noddabeledy, let the top layer béx}.
Do theReduction phasasing lookahead ir sty (w)
fori =1to|w|
Do the Shift phasaisinga;
If the top layer is empty, Reject
Do theReduction phasasing lookahead irsty(a;.1 . . . ay)
Remove the nodes unreachable from the source node.
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If there is an arc labelefl from the source node g, S) in the top layer
Accept

else
Reject

6 Example

Consider the following grammar for the languagé&bc” | n > 0}:

S — AP&QC
A— Aale
C—Ccle
P —bPc|e
Q — aQb|e

It does not use negation at all, and hence is a conjunctive granijndiné¢ generalized
LR parsing algorithm for this class of grammalf [s just a simple subcase of the algo-
rithm being investigated now. Let us artificially modify this grammar by restating the pair
of context-free rules for the nontermin@l using de Morgan'’s law. The resulting grammar
generates the same language, but makes a heavy use of negation, which would be interesting
to trace in action:

S — AP&QC
A— Aale
C—Ccle

P —bPc|e
Q— R

R — —aQb&—e

In order to comply to the requirement of the positive first conjunct, let us add a new
nonterminalX that generatega, b}* and then use conjunction witki in the rules forQ and
R. This gives the following grammar, which still generate$bd™c" | n > 0}:

S — AP&QC
A— Aale
C—Ccle

P —bPc|e

Q — X& R

R — X&—aQb&—e
X — Xal|Xb|e

Tablel contains the setBFIRST; andPFoOLLOW; constructed for this grammar.
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Table 1:PFIRST, andPFoLLOW; tables.

Firsty | Follow;
S | {e,a,b} {e}
Al {ga} {€,a,b}
C | {ec} {e,c}
P | {e0b} {e,c}
Q | {e,a,b} | {e,b,c}
R | {a,b} {e,b,c}
X [{e,a,b} | {e,a,b,c}

a b c S C | P R| X € b c
A—e¢ A—ce¢
0 1 17 R— —e ;:’i R— - @(:15
X —e X —e
R — —e R — —e R — —e
! ! X —e X—e X —e¢ X —¢
2 7 8 9 P—e P —¢
3 10 C—e C—e
4 Q — R Q — R Q — R
Q—X Q—X Q—X
> 112 R— X R— X R— X
6 13
7 A — Aa A — Aa A — Aa
8 8 14 P—e P —e¢
9 S — AP
10 15 S —QC
11 X — Xa X — Xa X — Xa X — Xa
12 X — Xb X — Xb X — Xb X — Xb
13 R — —aQb R — —aQb R — —aQb
14 16
15 C — Cc C — Cec
16 P — bPc P — bPc
17

Table 2:The LR table.
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The LR table for this grammar is given in Talffe Let us trace the computation of the
corresponding Boolean LR parser on the input abc.

Reduction phase:-abc This is the computation done before consuming any input symbols.
Initially, the stack contains the source node only, as shown in Fig(ledt).

The lookahead symbol ig, the reduction function for the only node evaluates to
R(0,a) = {A — ¢, X — ¢}. Each of these conjuncts is a rule in itself, and hence the
following two context-free reductions can be done:

e Reduce byd — ¢ from 0 to 2.

e Reduce byX — ¢ from0to 5.

The stack is now as in Figurg (right). No other reductions are possible, since
R(2,a) = R(5,a) = @.

(2 (2

A A

© © ©
X

()

Figure 5:Example of LR parsing:abc.

Shift phase: abc There are three nodes in the top layer: 0, 2 and 5 — see Fhy{rrght).
For each of them the transition lyis defined.
e Shift0tol = 4(1,a).
e Shift2to 7.
e Shift 5to 11.

The resulting contents of the tree-structured stack is shown in Fa){e&most).

Reduction phase:a - bc The nodes in the top layer are 7, 1 and 11, the lookahead symbol
is b. The reduction function provides the following conjunci&7,b) = {A — Aa},
R(1,b) ={R — —¢,X — ¢}, R(11,b) = {X — Xa}. Among these four conjuncts,

R — —eis a part of the ruleR — X &—-aQb&—e, by which we cannot reduce in the
absence of the other two conjuncts, while the other three conjuncts form context-free
rules, which can be handled as in the context-free case:

e Reduce byd — Aa from 0 to 2.
e Reduce byX — Xafrom0to 5.

14
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Figure 6:Example of LR parsinga - be.

e Reduce byX — ¢ from 1to 5. Since the state 5 already exists in the top layer, no
new nodes are created, and the new arc arrives at the node added at the previous
step.

The contents of the stack at this point is shown in Figii(ghe second graph).

For the newly added nodes, 2 and 5, the relevant entries of the reduction table are:
R(2,b) = @ andR(5,b) = {Q — X, R — X}. Now having the conjunagd — X, it

is possible to “assemble” the rulg — X &—R, while the conjunci? — X allows to
consider reduction by the rulR — X &—-aQb&—e:

e Reduce by) — X&—R from 0 to 3. This reduction is possible, because (1)
there is a path from 0 to the top layer with labels on the arcs formingvhich
satisfies the conjune) — X), and (2) there isno path from 0 to the top layer
with labels on the arcs forming (which satisfies the conjunct).

e Reduce by) — X&—R from 1 to 6. This case is similar to the previous one.

e Reduce byR — X&—-aQb&—e from O to 4. This is possible, because: (1) O is
connected to the top layer by a pati™ (which satisfies the conjundt — X),
and (2) 0 is not connected to the top layer by a pathb”, and (3) O is not
connected to the top layer by a pati.”
Note that we cannot similarly reduce by/— X &—-aQb&—e from 1 (to 4). That
is because the nodeid connected to the top layer by a pati and R — —¢ €
R(1,b). Thus the condition (3) does not hold for the node 1, and the reduction is
impossible.
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Three more nodes, 3, 6 and 4, have been added to the top layer; the stack is how
as displayed in Figuré (the third graph). The following conjuncts are given by the
reduction function:R(3,b) = @, R(6,b) = @ andR(4,b) = {Q — —R}. Itis the last

of these conjuncts that calls for a change, this time a removal of an arc.

The earlier made reduction iy — X &—R from 0 to 3 relied upon the non-existence
of a path from O to the top layer labeled wiih Once the arc from O to 4 labeled with
R has been added, this condition no longer holds, and hendeviddedationoperation
has to be executed: Hence the earlier made reduction has to be reversed:

¢ Invalidate the reduction b§p — X &—R from O to 3.

At this point the graph (the rightmost in FiguBis stable: no new arcs can be added,
and no arcs can be removed either.

Shift phase: abc There are seven nodes in the top layer: 7, 4, 6, 1, 5, 2, 11. The transition
by b is defined for the states 6, 5 and 2 only.
e Local errorin 7: both 7 and its predecessor 2 are removed from the stack.
e Local errorin 4: itis removed.
e Shift 6 to 13.
e Local errorin 1, but it is not removed, since it has successors.
e Shift 5to0 12.
e Shift 2 to 8.
e Local errorin 11: both 11 and its predecessor 5 are removed.

The contents of the graph-structured stack after shifting the sytnbahown in Fig-
ure7(left).

Reduction phase:ab - ¢ The top layer contains the nodes 13, 12 and813,¢) = {R —
—a@Qb}, R(12,¢) = {X — Xb}, R(8,¢c) = {P — ¢}. P - candX — Xb form
single-conjunct rules, while the negative conjuitt— —-aQb is a part of a three-
conjunct rule. The following actions can be done:

e Reduce byX — XbfromO0to 5.
e Reduce byX — Xb from 1 to the existing state 5.

e Reduce by — ¢ from 8 to 14.

Two new states were added, 5 and 14; the new conjunc8@te) = {Q — X, R —
X} andR(14,c) = @. The conjuncts) — X andR — X allow to consider the rules
Q — X& RandR — X&—aQb&—e:
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Figure 7:Example of LR parsingab - c.

e Reduce by — X& R from O to 3.

e Reduce by — X& Rfrom 1to 6: there is an ar& from 1 to 5 in the top layer
(it has been added a couple of steps before), but there is n@ fxmom 1 to the
top layer.

e Reduce byR — X&—aQb&—e from 1 to 4, justified by the ar& from 1to 5 in
the top layer and by the absense of paty$ ands from 1 to the top layer.

Now the condition that “there is no afi¢from 1 to the top layer” is no longer true, and
hence the previous reduction has to be invalidated. Also, the othéf faoon 0 to 3 in
the top layer yields a conjun¢C — ¢} = R(3, c¢), which makes one more reduction
possible.

¢ Invalidate reduction by) — X& R from 1 to 6. The state 6 is removed.
e Reduce byC' — ¢ from 3 to 10.

The graph, presented in Figuiréight), is now stable.

Shift phase: abc The top layer contains eight nodes: 3, 10, 13, 4, 5, 12, 8, 14. The transition
by b is defined for 10 and 14.

e Local errorin 3: it is not removed because it has a successor.
e Shift 10 to 15.
e Local errorin 13: it is removed along with its predecessor 6.

e Local errorin 4: itis removed.
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e Local errorin 5: it is removed.

e Local errorin 12: itis removed, along with its direct predecessor 5. This time the
node 1 is removed as well, because all of its successors are now gone.

e Local error in 8: it is not removed because of a successor.
e Shift 14 to 16.

This yields a stack with two nodes in the top layer, 15 and 16. It is shown in Fig-
ure8(left).

00— 09—

@]

©
P
8)

(5
9
O
®
L)

Figure 8:Example of LR parsingaubc-.

Reduction phase:abc- At this point the string has been entirely consumed and the looka-
head string ig. The sets of conjuncts given by the reduction functionafes, ) =
{C — Cc} andR(16,¢) = {P — bRc}. Both conjuncts are alone in their respective
rules, and hence these two steps are done as in the context-free case:

e Reduce byC' — Ccfrom 3to 10.
e Reduce byP — bPcfrom 2t0 9.

The current contents of the stack is shown in Figg(raiddle).

The two new nodes bring forth new conjunc®(10,¢) = {S — QC}, R(9,¢) =
{S — AP}. These two conjuncts are the halves of the tile> AP&QC, which
allows to carry out the following reduction:

e Reduce bys — AP&QC from 0 to 17.
The contents of the stack, given in Figi@gight), has now stabilized.

The acceptance conditionThe whole input has been consumed and the stack is stable.
Since it contains an arc from the source node to the top layer labeledSwithe
string is accepted.

18



S->AP&QC

Figure 9:The parse tree afbc constructed by an implementation.

7 On proving the correctness

Though no formal proof of the algorithm’s correctness has been written so far, some obser-
vations on a possible proof are provided in this section.

In order to analyze the LR parsing algorithm, it is convenient to redefine the graph-
structured stack by augmenting its nodes with the information on when they were added
— a layer number corresponding to a position in the input. There is no need to store this
extended information in an implementation; simply the properties of the algorithm become
much clearer in these terms:

Definition 8. LetG = (X, N, P, S) be a Boolean grammar without negatively fed cycles. let
w = ay ...ap betheinputstring, letX, N, Q, qo, 6, R) be the SLR{) automaton.

The graph-structured stack is an acyclic graph with the set of vertices= @ x
{0,1,...,|w|} and with the arcs labeled with symbols fraihU N, such that the follow-
ing conditions hold: for every arc frorty/, p’') to (¢”, p”) labeled withs € X U N, p' < p”
anddi(q, s) =¢".

For eachp (0 < p < n) the set of all vertices of the forfa, p), whereq € Q, is called
the p-th layer of the graph. The nonempty layer with the maximal number is called the top
layer.

Consider the reduction phase in a layef0 < p < |w|): the symbols; ... a, have

19



already been read, whil&irsty(ay1 ... aj,|) iS the lookahead string. Any arcs going to
layers less thap (i.e., other than to the top layer) are fixed and cannot be changed in course
of the reduction phase. The terminal arcs leading to the top layer are also fixed. These will
be calledpermanent arcn this proof.

Figure 10:A graph-structured stack before a reduction phase; the possible arcs.

The reduction phase manipulates the nonterminal arcs going to the top layer. Initially,
there are none of them. A reduction adds an arc. An invalidation removes an arc. This
process can be viewed as flipping the bits in the bit vector of possible arcs, starting from a
zero vector.

A triple (q,po, A), whereq € @, 0 < py < pandA € N, is called apossible arc
(implying an arc from(q, p) to (6(q, A), p) labeledA), if the transitiond(q, A) is defined
and there is either a permanent arc entering the véqtex ), or an arc already known to be
a possible arc. Itis easy to see that there are at mos}|? possible arcs.

Every possible ar¢q, py, A) has acondition of existence a certain configuration of
permanent and possible arcs in the graph that causes a reduction by some Akt the
vertex(q, po), Or prevents an invalidation of at (¢, p,). A possible ardq’,p’, A) is said
to influencea possible ar¢q”, p”, A), if the condition of existence afy”, p”, A) essentially
depends upofy/,p’, A).

These dependencies can be written down in the form of a system of Boolean equations,
and then the behaviour of the algorithm at each reduction phase corresponds to a search for
a solution of this Boolean system — exactly as in Lenina

Proposition 1 (Termination and confluence).The reduction phase in every layetermi-
nates, and the contents of the graph-structured stack after every phase does not depend upon
the order of reductions and invalidations.

Definition 9. A possible ar¢q’, p’, A) is called tentatively correctif and onlydf¢’, A) # —,
Qi1 ---ap € La(A), Firsty(apsr ... a,) € PFOLLOW,(A).

Proposition 2 (A model computation). For each layerp, there exists a computation of

the reduction plase in the layer that employs only reductions and no invalidations, and
constructs a stable graph, which contains the maximal subset of tentatively correct arcs,
such that the graph is connected.

A formal proof of the algorithm’s correctness can apparently be constructed around these
two propositions.
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8 Implementation

The overall composition of the algorithm has been given in Se&j@md it can be directly
used in an implementation. The only question is how to implement the reduction phase.

The results of Sectioid clearly imply that the reduction phases can be implemented in
many different ways, and the algorithm would still be correct. One possible implementation
is suggested in this section. This implementation is based upon doing all possible actions at
every step of the reduction phase; the rest are straightforward graph search techniques.

Definition 10. Consider a fixed state of the graph-structured stack. For each versexd
for each number > 0, let predecessors,(v) be the set of vertices that are connected to

with a path that is exactly arcs long.

This set can be computed inductively 6m the following way:

o predecessorsy(v) = {v}.

e predecessorsy,1(v) consists of all verticeg’, such that there is an arc froshto some

v" € predecessors(v).

Now the algorithm for doing the reduction phase reads as follows:

while the graph can be modified.

{

/I Conjunct gathering.
let z[] be an array of sets of vertices, indexed by conjuncts.
for each node = (q, p,,) in the top layer
for eachA — a € R(q,u)
z[A — a] = 2[A — o] U predecessors),|(v)

// Reductions.
letvalid be a set of arcs, initially empty
foreachruled — o & ... &a,&—61& ... &G, € P
for each node € N, z[A — «;] \ U, z[A — 5]
if v is not connected to the top layer by an arc labeled
add an arc fromv to the top layer labeled
valid = valid U {the arc fromw to the top layer labeled }
/I Invalidations.
for each node = (q, p,) in the top layer
for each incoming ar¢v’, v) labeledA
if this arc is not in the setalid
remove the arc from the graph
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On the stage of conjunct gathering, the algorithm scans the stack and determines, which
reductions and invalidations can be possibly done. Theseif gathered conjuncts stores
this information, referring to the state of the graph at the time of conjunct gathering. After
that all these operations are applied sequentially on the basis of the gathered conjuncts. This
ensures that all reductions and invalidations are being done independently.

Let us give an upper bound for the complexity of this implementation of the reduction
phase, and of the algorithm as a whole. The number of iterations in each reduction phase
should beO(n): the idea is that the dependencies of the possible arcs upon each other are
O(n) deep, and hena@(n) parallel applications of all possible reductions and invalidations
should be enough. Note that if reductions and invalidations were applied randomly one by
one, then it would be easy to construct an example on which exponentially many operations
are required.

The conjunct gathering stage computesdecessors, a constant number of times, and
is also bounded by a constant. Computing the set of predecessors involves congidejing
nodes, each of which ha3(n) predecessors. Hence, each conjunct gathering stage takes
O(n?) steps. The reduction and invalidation stages take) time.

This gives a cubic upper bound for the complexity of the reduction phase, while the com-
plexity of the whole algorithm i€)(n*). The worst-case execution time can be improved to
O(n®) by using a clumsy method for doing the conjunct gathering developed for the con-
junctive LR [6].

9 Conclusion

A practically usable algorithm for the recently introduced Boolean grammars has been ob-
tained. Though the proof of its correctness is not yet complete, the algorithm itself has been
implemented in an ongoing parser generator projécafd tested on numerous grammars,
including a grammar for the set of well-formed programs in a simple programming language
[10], which is being parsed in quadratic time.
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