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Abstract

It is shown that the concept of a Universal Computer cannot be realized. Speci�-

cally, instances of a computable function F are exhibited that cannot be computed on

any machine U that is capable of only a �nite and �xed number of operations per step.

This remains true even if the machine U is endowed with an in�nite memory and the

ability to communicate with the outside world while it is attempting to compute F . It

also remains true if, in addition, U is given an inde�nite amount of time to compute F .

This result applies not only to idealized models of computation, such as the Turing Ma-

chine and the like, but also to all known general-purpose computers, including existing

conventional computers, as well as contemplated ones such as quantum computers.

Keywords: Universal computer, Turing machine, simulation, parallel computation,

superlinear speedup, real-time computation, uncertainty, geometric transformation.

1 Introduction

Universal computation, which rests on the principle of simulation, is one of the foundational
concepts in computer science. Thus, it is one of the main tenets of the �eld that any

computation that can be carried out by one general-purpose computer can also be carried
out on any other general-purpose computer. At times, the imitated computation, running

on the second computer, may be faster or slower depending on the computers involved. In

order to avoid having to refer to di�erent computers when conducting theoretical analyses,
it is a generally accepted approach to de�ne a model of computation that can simulate all
computations by other computers. This model would be known as a Universal Computer U .

Without doubt, the most well-known contender for the title of U is the Turing Machine.

It is widely believed that if a computation can be carried out on any model of computa-

tion, then it can be carried out on the Turing Machine. Conversely, it is also believed that if
a computation cannot be performed by a Turing Machine then it cannot be computed at all

(regardless of what model one uses). In recent years, however, it has become obvious to a
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growing number of computer scientists that the Turing Machine cannot in fact capture the

entire spectrum of new applications of computers. In order to remedy this situation several

models were proposed to replace the Turing Machine as a universal model of computation.

These include models that communicate with the outside world during their computations,

models that appeal to the laws of physics to perform a huge numbers of operations every

time unit, models that can manipulate real numbers, parallel computers, and so on.

The contribution of this paper is twofold. First we show that all conventional models,

including the Turing Machine, are inadequate as universal models of computation. Then

we prove that in fact the notion of a Universal Computer is itself absurd: Because of its

necessarily �nite nature, a Universal Computer is an impossibility. This is accomplished by

exhibiting problems that can be solved by a machine capable of executing n operations at

every step, but these problems are not solvable by any machine capable of at most n � 1

operations per step, for any integer n > 1. Of course, n is a variable, rendering the notion

of a Universal Computer meaningless. In other words, if the purported Universal Computer
has been de�ned as capable of a (necessarily �nite and �xed) number n of operations per
step, then that computer will fail to compute a function requiring n+1 operations per step.

This paper is intended to present an existence proof. We provide three examples of
computations that cannot be performed by any �nite machine, regardless of how much time

it is allowed to operate. This remains true even if the �nite machine is allowed to interact

with the outside world. In fact, our examples allow the machine to receive input from, and
deliver output to, its environment during the computation, as well as to compute without

deadline; it still fails to perform the computations. Of course, one counterexample to the
notion of a Universal Computer would have su�ced. However, we felt that by o�ering three
distinct examples, with actual computations to support the theoretical set-up, we would

demonstrate that our result is not an isolated curiosity.
The remainder of this paper is organized as follows. Section 2 introduces the idea of

universal computation by �rst de�ning the Universal Computer U , as a general model, then
presenting the Turing Machine as the most widely accepted embodiment of a Universal Com-
puter. Models previously proposed as capable of performing computations that cannot be

carried out on a Turing Machine are reviewed briey in Section 3. Three computational
problems are described in Section 4. None of these problems can be solved on a computer

that obeys the �niteness condition, that is, a computer capable of only a �nite and �xed

number of operations per step. Computers obeying the �niteness condition include all `rea-
sonable' models of computation, both theoretical and practical, such as the Turing Machine

and all of today's existing and contemplated general-purpose computers. The �rst of these
computational problems involves a set of independent time-varying variables. In the second

problem a function is to be evaluated over a set of physical variables that a�ect one another.

The third problem requires a transformation to be performed on a geometric object while
obeying a certain mathematical condition throughout the computation. The failure to solve

these problems by any computer that obeys the �niteness condition (regardless of whether it
has an in�nite memory, is capable of communicating with the outside world while computing,

or is allowed to compute for as long as it needs), leads us to conclude in Section 5 that the

concept of the Universal Computer cannot be realized (neither in theory nor in practice) so
long as the �niteness condition holds. Some �nal remarks are o�ered in Section 6.
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2 Universal Computation

We begin by providing a high-level description of U , a Universal Computer. This description

is intended to be su�ciently general to encompass any particular manifestation of such a

computer. This is followed by a formal presentation of the most famous of all candidates for

a Universal Computer, namely, the Turing Machine.

2.1 The universal computer

A Universal Computer U is de�ned as a computing system with the following capabilities:

1. A means of communicating with the outside world with the purpose of receiving input

and producing output, at any time during a computation.

2. The ability to perform all elementary arithmetic and logical operations (such as addi-
tion, subtraction, logical AND, and so on).

3. A program made up of basic input, output, arithmetic, and logical operations.

4. An unlimited memory in which the program, the input, intermediate results, and the
output are stored and can be retrieved.

Furthermore, U obeys the �niteness condition: In one step, requiring one unit of time,

U can execute a �nite and �xed number of basic operations. Speci�cally, it can:

1. Read a �nite and �xed number of �nite and �xed-sized inputs;

2. Perform a �nite and �xed number of elementary arithmetic and logical operations on

a �nite and �xed number of �nite and �xed-sized data;

3. Return a �nite and �xed number of �nite and �xed-sized outputs.

We consider this to be a `reasonable' model of computation. What makes computer

U `universal' is its supposed ability to simulate any computation performed on any other

model of computation: Anything that can be computed on some model, can be computed

on U . There is no bound on the number of steps that U can perform to solve a problem; a

simulation can run for as long as required.

2.2 The Turing Machine as Universal Computer

\As far as we know, no device built in the physical universe can have any more

computational power than a Turing machine. To put it more precisely, any

computation that can be performed by any physical computing device can be
performed by any universal computer, as long as the latter has su�cient time

and memory." [40]

The Turing Machine was proposed by Alan Turing in 1936 in his famous paper [65]. The

following description follows from the treatment of Turing machines in [44].

3



2.2.1 Formal de�nition

A Turing Machine consists of three physical components:

1. A control unit that can be in any one of a �nite set of states K = fq0; q1; : : : ; qr�1g.

There are two special states: the initial state s 2 K, and the halt state h =2 K.

2. An input/output tape that extends, from one �xed end at the left, inde�nitely to the

right. The tape is divided into squares, each of which capable of holding one symbol

(of �nite and �xed-sized) from a �nite alphabet � = fa0; a1; : : : ; as�1g. One of the

elements of � is the blank symbol #.

3. A read/write head allows the control unit and the input/output tape to communi-

cate. The head can read/write a symbol from/to the tape and move itself either one

tape square to the left (L) or one tape square to the right (R).

A computation by the Turing Machine proceeds in discrete steps. During each step, a
�nite number of operations (precisely two!) are executed. Depending on the current state
qi of the control unit and on the symbol aj written on the tape square at which the head is

presently positioned,

1. The control unit enters a new state (possibly staying in qi),

2. The read/write head

(a) either writes a new symbol in the tape square at which it is positioned (possibly

writing aj again),

(b) or executes one of the L or R moves.

Formally, a Turing Machine is a quadruple

(K [ fhg;� [ fL;Rg; �; s);

where � is a function from K � � to (K [ fhg) � (� [ fL;Rg). The function � describes

the operation of the machine at each step; thus �(qi; aj) is equal to one of (qk; a`), (qk; L), or

(qk; R), for some qk 2 K [ fhg and a` 2 �.

The Turing Machine receives its input on tape squares beginning at the left end of the
tape. It produces its output also on the tape. When the control unit enters state h, the
computation terminates.

Suppose we want to compute the product 3� 5. We would put the two strings 111 and

11111 on the tape and set up the � function so that the Turing Machine reads the two inputs

and writes on the tape three adjacent copies of 11111, producing as output 111111111111111.
It is important to note the following crucial properties that make the Turing Machine a

`reasonable' model of computation:

1. The cardinalities of the sets K and �, the size of each symbol in �, and the number

of operations performed during each step, are all �nite and �xed.
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2. The only part of the model that is not �nite is the input/output tape. This is under-

standable, since all intermediate calculations between reading the input and producing

the output are written on the tape. Owing to the fact that for many computations it

is impossible to predict the number of steps required to produce the output (in fact,

some computations may never terminate), the number of tape squares is assumed to

be in�nite.

The reader will have noticed that, unlike the Universal Computer de�ned in Section

2.1, the Turing Machine does not have the means to communicate with the outside world,

particularly during a computation. Furthermore, there is no explicit mechanism for placing

the input on the tape initially, nor is there any cost (for example, running time) incurred for

this operation. The input is miraculously `there' when the computation begins.

2.2.2 Universality thesis

While fairly simple conceptually, the Turing Machine is a truly powerful model of computa-

tion. So powerful in fact, that it was believed until recently that no model more powerful
than the Turing Machine can possibly exist (in other words, a model that would be able to

perform computations that the Turing Machine cannot perform). This belief is captured in
the following statement, known as the

Church-Turing Thesis: Any computable function can be computed on a Tur-
ing Machine [73, 54].

The statement may sound like a tautology, so let's reword it: If a function f can be
computed `somehow' on `some model of computation', then it is always possible to compute

f on a Turing Machine. Originally stated by Church [23] and Turing [65] independently, the
thesis appears to have evolved and there are many ways of formulating it [24, 34, 35, 43, 47].

(Originally, the Turing Machine was meant to be `universal' in the sense that it could imitate
any computation performed by a humanmathematician who was following an algorithm. The
evolution of the `thesis' from its modest origins to its current elevated status is traced in

[24].)
The statement is a `thesis' and not a theorem because of the di�culty of formally de�ning

what it means \to compute". However, it was generally felt that the statement could have

as well been called a theorem based on the following overwhelming evidence:

1. Every conceivable computation was shown to be executable by a Turing Machine.

2. Every attempt to extend the Turing Machine (by adding more features such as, for

example, multiple tapes, multiple heads, a doubly in�nite tape, even the ability to
behave nondeterministically, and so on) resulted in a model equivalent to the Turing

Machine.

But how does one show that all known computations can be carried out by a Turing

Machine? This is usually done quite simply by appealing to a very important idea that

permeates the science of computing, namely, the
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Principle of Simulation: Any computation by some model A can be simulated on a

Turing Machine.

The idea is that the Turing Machine can (painstakingly and excruciatingly slowly, for

sure, but successfully nevertheless) replicate all the steps performed by model A. In other

words, given enough time, the Turing Machine can compute anything that can be computed.

As a model of computation, the Turing Machine may not be e�cient, but it is certainly

e�ective. As put by Lewis and Papadimitriou [44]:

\ : : : as primitive as Turing machines seem to be, attempts to strengthen them seem not

to have any e�ect. : : : Thus any computation that can be carried out on the fancier type of

machine can actually be carried out on a Turing machine of the standard variety. : : : any

way of formalizing the idea of a `computational procedure' or an `algorithm' is equivalent to

the idea of a Turing Machine."

In some sense, using the Simulation Principle, the Church-Turing thesis implies a de�ni-

tion of computability. If the Church-Turing thesis is correct, then a function is computable

if and only if it is computable by a Turing Machine.
For all the reasons presented, the Turing Machine has been called a universal model of

computation. (Technically, a Universal Turing Machine is a general Turing Machine that can
simulate any special-purpose Turing Machine.) Formal grammars, �-recursive functions, and
a variety of di�erent models were shown to be equivalent to the Turing Machine [44, 54, 73].

2.2.3 Limitations

Careful examination of the de�nition of the Turing Machine reveals that the model is actually
capable only of evaluating a restricted set of functions. In fact, the �rst person to recognize

the limitations of the Turing Machine appears to have been Turing himself. Indeed, Turing
proposed a number of variants to the automatic machine (or a-machine, the name he gave
to what is now known as the Turing Machine), in an attempt to extend the model. These

variants included the choice machine (or c-machine) [65] and the unorganized machine (or
u-machine) [67], neither of which seems to have survived later scrutiny. Most intriguing,

however, is the o-machine that he described in his Ph.D. thesis of 1938 (supervised by

Church), and later published as [66] (see also [28]). An o-machine is a Turing Machine
augmented with an oracle; the latter is capable of returning the value of a function that

cannot be computed on the Turing Machine (such as a function which determines whether a
given arbitrary computation terminates, also known as the halting function). This is clearly

a machine more powerful than the Turing Machine; its fate, nevertheless, has been no better

than other variants proposed by Turing.
The Church-Turing thesis (as interpreted today) implies that there does not exist a

computable function that cannot be computed by a Turing Machine. This thesis has had its
fair share of critics (by far outnumbered, however, by staunch defenders of the thesis) [63].

It has been argued, often successfully, that the Turing Machine is not a Universal Computer.

Several examples of computations have been exhibited that cannot be performed by the
Turing Machine. Sometimes these computations are referred to as super-Turing computations

[25, 56, 62], a restricted subset of which are called hypercomputations [17, 26, 29, 41, 64]. We
review this work in Section 3. (It is interesting to note that the word `myth' appearing in
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the title of this paper, has been used equally by both sides of the debate; see, for example,

[33, 37, 38] for di�ering views.)

3 Previous Work

\It is theoretically possible, however, that Church's Thesis could be overthrown at

some future date, if someone were to propose an alternative model of computation

that was publicly acceptable as ful�lling the requirement of `�nite labor at each

step' and yet was provably capable of carrying out computations that cannot be

carried out by any Turing machine. No one considers this likely. " [44]

Since the early 1960s, some researchers began to question the adequacy of the Turing

Machine as a universal model of computation. Over the years, two types of results were

obtained:

1. Unconventional computations were exhibited that can be computed on other models
of computation, but not on the Turing Machine.

2. Conventional problems believed to be undecidable (that is, unsolvable, or uncom-
putable), because they had been proven not to be computable on the Turing Machine,
were shown to be decidable on other models of computation.

One distinguishing characteristic of these results, is the willingness of the researchers,
whose work we briey describe in this section, to address the thorny question referred to in
Section 2.2.2: What does it mean \to compute"? In answer, they o�er a broad perspective.

Speci�cally, computation is viewed as a process whereby information is manipulated by, for
example, acquiring it (input), transforming it (calculation), and transferring it (output).

They describe instances of processes, each of which is a computation, including,

1. Measuring a physical quantity,

2. Performing a basic arithmetic operation on a pair of numbers, and

3. Setting the value of a physical quantity,

to cite but a few. Of these, only the second represents what we could call a conventional

computation. Furthermore, each of these computational processes may itself be carried out

by a variety of means, including, of course, conventional (electronic) computers, but also

through physical phenomena in the quantum [18] and optical [45] realms, through chemical
reactions [58], and through transformations in living biological tissue [1].

7



3.1 Interacting computing agents

One of the shortcomings of the Turing Machine pointed out early on, is its inability to

simulate several communicating computing agents. A model, seemingly able to do just that,

namely, the Actors Model, was proposed as an alternative [39]. A related criticism of the

Turing Machine is its inability to interact with the outside world (see, for example, [38, 68,

69, 70] and the references therein), As stated in [69] (where TM stands for Turing Machine):

\Turing machines are �nite computing agents that noninteractively transform input into

output strings by sequences of state transitions. TM computations for a given input are

history-independent and reproducible, since TMs always start in the same initial state and

shut out the world during computation." It is then argued in [69] that \interactive �nite

computing agents" are more powerful than Turing Machines, as they are capable of receiving

input from, and producing output to, the outside world throughout the computation. Similar

ideas are articulated in [30, 46, 49]. These approaches present a strong and convincing case

against the Turing Machine as a Universal Computer. It may be said in defense of the Turing
Machine that both the idea of interaction among agents, as well as interaction with the

outside world, can be simulated using a number of independent Turing Machines operating
in sequence. Speci�cally, the computations occurring between two interactions are carried
out each time by a completely new Turing Machine. In other words, whenever an input

is received, the previous Turing Machine halts, and a new Turing Machine takes over from
that point on. At no point are two machines operating simultaneously. It is far from clear,

however, how the transition from one machine to the next would be executed.

3.2 Physical realizations

Certain physical realizations of computers have also been proposed as possible demonstra-

tions of models more powerful than the Turing Machine. Some of the most exciting ideas
come from Physics and Biology. Thus, in theory at least, quantum computation promises
to o�er great advantages when it comes to solving certain computational problems [16, 50].

Because of their ability to perform an enormous number of operations simultaneously, while
requiring very little in terms of hardware, quantum computers can solve extremely quickly

problems that are infeasible to solve on conventional electronic computers. Two computa-

tions, in particular, namely, factoring large numbers and searching large databases, can be

readily solved on a quantum computer while requiring a prohibitive time on a classic com-

puter. This has led some to argue that the quantum computer is `more powerful' than the

Turing Machine (see, for example, [18, 42] and the references therein). This claim, however,

must be quali�ed. Strictly speaking, a Turing Machine will, given enough time, solve any

problem solvable on a quantum computer. The quantum algorithms involve exhaustive enu-

meration of cases. There is nothing, except our patience (or lack of it!), that impedes the

Turing Machine in principle, preventing it from arriving at the same answer as the quantum

computer (much later in time). However, while the claim of the superiority of the quantum

computer does not hold in theory, one could say, in fairness, that the claim does makes sense

in practice (the Turing Machine may take longer than the age of the Universe).

Another claim, in the same vein, was made in [52]: It is impossible to use models of
computation, in general, and the Turing Machine, in particular, in order to arrive at a full
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understanding of the functioning of the human brain; instead, our conscious mentality can

be explained (only?) by quantum physics. It is an interesting open question whether this

claim could be veri�ed in the near future.

In [22] it is argued that a quantum computer, using a probabilistic approach, can evaluate

a function that a Turing machine eminently cannot, the notorious halting function. The

quantum computer, through sampling, can predict with a probability approaching 1, whether

or not a program running on its input will halt (see also [71, 72]). Another computation

quantum computers might be capable of carrying out, if ever built, is to generate true random

numbers, as opposed to pseudo-random numbers generated by functions. This is a feat that

a Turing machine has no way of accomplishing. (We note in passing that obtaining true

random numbers is something conventional computers of today can do routinely by reading

values of a variety of physical parameters from their environment; see [53] for a discussion.)

These results should represent su�cient proof that the Turing machine is not a Universal

Computer.
Finally, current research may show some day that certain unconventional models, such

as biological [21, 32] and optical [51] computers, are more powerful than the Turing Machine.

3.3 Pushing the limits of what's possible

In the same spirit that seemed to have motivated those who extended the Church-Turing
thesis from its modest original claim to its current overarching status in computing, it is

generally believed today that the halting function is uncomputable on any model of compu-
tation. (In fact, Turing showed only that the halting function is uncomputable on the Turing
Machine; but, of course if one assumes that the Turing Machine is `universal', it is easy to

see how the uncomputability of the halting function, on all models, must follow.) As it turns
out, a very simple and quite ingenious proof shows how a Turing Machine, extended with

the ability to perform each step in half the time taken by the previous step, can solve the
halting problem in two time units! This proof holds even if the computation being checked
for termination does not terminate, indeed, the sum of the terms 2�i, for i = 0; 1; : : : ;1, is

2 [25]. The origins of this approach are traced in [16, 21, 27, 60, 61] along with a discussion
of its validity. It is debatable whether the assumption of an accelerating machine is a rea-

sonable one; however, the argument is clearly sound from a logical point of view. In fact, a

proposal is made in [21] for implementing this idea using living cells.
Another way of solving the halting problem, that appeals to so-called X-machines [36],

is proposed in [59]. Unlike discrete models of computation (such as the Turing Machine and
all digital computers), X-machines are analog systems capable of behaving like continuous

functions. For example, they can explore the entire in�nite interval [0; 1]. Thus, in order to

determine whether or not a certain program halts when running on its input, the (discrete)
steps of the computation are mapped to the (continuous) interval [0; 1]. The X-machine then

scans that interval in the same way as a ball traverses a gently sloped plane.
Somewhat related, is a chaotic dynamical system presented in [56, 57], that models the

behavior of neural networks and analog machines. The model is shown to be more powerful

than the Turing Machine. This power depends primarily on the system's assumed ability
to represent and manipulate real numbers of in�nite precision. Though no one knows for
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sure, perhaps this is the way computations occur in the natural world (that is, using in�nite

precision reals).

3.4 Parallel computers

Some of the earliest examples of the inability of the Turing Machine to execute all possible

computations used an entirely di�erent approach. Beginning in [14], and continuing with

[2, 19, 20] and [7, 8, 9], parallel computation was used to exhibit two classes of computational

problems that expose the limitations of the conventional sequential (that is, one-processor)

models of computation in general (including the Turing Machine):

1. Problems for which an algorithm running on a parallel computer achieves a signi�cant

improvement in performance over an algorithm running on a sequential computer (for

example, the Turing Machine). In each case, the improvement in the speed of execu-

tion or in the quality of the solution, obtained by a parallel computer with n processors
operating simultaneously, is superlinear in n. Typically, if T1 and Tn are the sequential
and parallel running times, respectively, then T1=Tn = 2n. The same is true of the

quality of the solution returned, where quality is de�ned according to the problem
being solved (for example, quality might be closeness to the optimal solution in a com-
binatorial optimization problem [5, 10]). It is important to note that all the problems

in this class are in fact solvable on a sequential computer. They include, for example,
problems in cryptography [4, 12], numerical computation [11], and the evaluation of

nonlinear feedback functions [6]. The point, however, is that superlinear performance
is achieved in each case, either because the sequential computer is unable to simulate

the parallel computation (in n� Tn time units), or simply because the simulation does

not make sense.

2. Problems that can readily be solved in parallel but cannot be solved by a sequential

computer (such as the Turing Machine). Here, the inability of the sequential com-
puter to carry out the computation successfully is due to the circumstances in which
the computation is being performed. For example, it may be that there are certain

human-imposed deadlines for processing the input and producing the output in a real-
time computation, and these deadlines cannot be met by a sequential computer [8].

Alternatively, the computation may have to be performed in an environment that is

under the control of the laws of nature, and no sequential computer can cope with the
transformations undergone by the data during the computation [7]. Finally, the com-

putation could be subject to certain mathematical constraints that dictate the result
of every step, and no sequential computer can satisfy these conditions throughout the

entire computation [9].

These two classes of problems showed that there are models more powerful than the Tur-

ing Machine and that, consequently, the latter is not a universal model of computation.

Furthermore, all these computations share one important characteristic that has particular

relevance to our subsequent discussion: If a problem in any of these two classes requires n

processors in order to be solved as described, but at most n � 1 processors are available
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instead, then no gains whatsoever are obtained through parallel computation. Thus, with

fewer than n processors, no speedup at all (let alone superlinear speedup) is achieved for the

problems in the �rst class, and all problems in the second class are no longer solvable. This

work culminated in the results described in this paper.

4 Three Computational Problems

We begin by making two important points regarding our assumptions in the remainder of

this paper. The �rst point concerns the de�nition of computation used in what follows.

Traditionally, to compute has been de�ned as to evaluate a function: Given some initial

input, the computer evaluates a function of this input and produces a �nal output. This

de�nition, of course, has been challenged, as pointed out in Section 3 (see, for example,

[2] and [70]). The argument has been presented that computation today (unlike the case
perhaps only three decades ago) involves computing agents that have many properties not
possessed by their ancestors. They can receive input from their environment, as well as

other agents, during the computation, they can move freely and autonomously exploring a
landscape virtually without bounds, and they can a�ect their environment by producing the
outputs of their calculations to the outside world. Despite all this, and in order to make our

case as simply yet as strongly as possible, we shall restrict ourselves here to the conventional
(albeit narrow) interpretation of the nature of computation. This will avoid confusing the

issue with additional assumptions (often valid, but not necessary in the present analysis).
Thus, all of our examples will be restricted to the evaluation of functions. In addition, all
the input is available at the outset and all the output need only be produced at the end of

the evaluation.
The second point concerns the capabilities of the Turing Machine. In the remainder

of this paper we will assume that the standard Turing Machine de�ned in Section 2.2 is

extended in the following way. If external input is to be read onto the machine's tape at any
time during the computation, then this will be allowed, provided that: In one step (requiring

one time unit) the Turing Machine can read exactly one �nite and �xed-sized datum xi onto
its tape, possibly from among n data x0, x1, : : :, xn�1. (An n-tape Turing Machine can read
the n data x0, x1, : : :, xn�1, in one step, requiring one time unit, one datum per tape.)

Now, consider the following three computational problems. For a positive integer n larger
than 1, all three problems have in common the fact that they involve n functions, each of one

variable, namely, F0, F1, : : :, Fn�1, operating on the n variables x0, x1, : : :, xn�1, respectively.

Speci�cally, all three problems call for the computation of Fi(xi), for i = 0, 1, : : :, n�1. For
example, Fi(xi) may be equal to x2i . The problems di�er from one another with respect to

the conditions imposed on the xi, 0 � i � n�1. Finally, once the Fi(xi) have been obtained,
it is required to compute a simple function F of the form

F(F1(x1); F2(x2); : : : ; Fn�1(xn�1)):

For example, F could be the sum of the Fi(xi), or their minimum, and so on.
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4.1 Computation 1: Time-varying variables

In this computation, the xi are themselves functions that vary with time. It is therefore

appropriate to write the n variables as x0(t), x1(t), : : :, xn�1(t), that is, as functions of the

time variable t. It is important to note here that, while it is known that the xi change with

time, the actual functions that e�ect these changes are not known (for example, xi may be

a true random variable).

All the variables are available on an external input medium at the beginning of the

computation but not stored in the memory of the computing device on which the computation

is to be performed. Each variable xi(t) must therefore be read from the external input before

Fi(xi(t)) can be computed.

Time is divided into intervals, each of duration one time unit. It takes one time unit to

read xi(t). It also takes one time unit to compute Fi(xi(t)).

The problem calls for computing Fi(xi(t)), 0 � i � n � 1. In other words, once all the

variables have assumed their respective values at time t, and are available for reading at the
beginning of the computation, the functions Fi are to be evaluated for all values of i.

4.1.1 Example 1: Space exploration in real time

On the surface of Mars n robots, R0, R1, : : :, Rn�1, are roaming the landscape. The itinerary
of each robot is unpredictable; it depends on the prevailing conditions in the robot's envi-

ronment, such as wind, temperature, visibility, terrain, obstacles, and so on. At regular
intervals, each robot Ri relays its current coordinates xi(t) = (ai(t); bi(t)) to mission control
on Earth. Given the coordinates of the n robots at time t, mission control determines the

distance of Ri, 0 � i � n � 1, to a selected landmark L(t) using a function Fi. (Similar
examples were previously described in [2, 3, 8] and the references therein.)

4.1.2 Conventional solution

A Turing Machine fails to compute all the Fi as desired. Indeed, suppose that x0(t) is read
initially and placed onto the tape. It follows that F0(x0(t)) can then be computed correctly

(perhaps at a later time). However, when the next variable, x1, for example, is to be read,

the time variable would have changed from t to t + 1, and we obtain x1(t + 1), not x1(t).
Continuing in this fashion, x

2
(t+ 2), x

3
(t+ 3), : : :, xn�1(t+ n� 1) are read from the input.

In Example 1, by the time x
0
(t) is read, robots R

1
, R

2
, : : :, Rn�1 would have moved away

from x1(t), x2(t), : : :, xn�1(t).
Since the function according to which each xi changes with time is not known, it is

impossible to recover xi(t) from xi(t+ i), for i = 1, 2, : : :, n�1. Consequently, this approach
cannot produce F

1
(x

1
(t)), F

2
(x

2
(t)), : : :, Fn�1(xn�1(t)), as required.

4.2 Computation 2: Interacting variables

In this case, x
0
, x

1
, : : :, xn�1, are the variables of a physical system. They need to be

measured in order to compute Fi(xi), 0 � i � n� 1.

12



The physical system has the property that measuring one variable disturbs any number

of the remaining variables unpredictably (meaning that we cannot tell which variables have

changed value, and by how much).

4.2.1 Example 2: Biological laws of nature

In a laboratory, n living organisms are under observation in a closed environment that they

share. The organisms depend on each other for survival. It is required to perform a test

on each of these organisms. Suppose that, in preparation for a test, the parameters of

one organism are measured in exclusion of the others. This has the e�ect of disturbing

the equilibrium su�ciently to provoke a serious adverse e�ect on several of the remaining

organisms. (This example is a variant of [31]. The role played by the model of computation

when the laws of nature interfere with the computation was �rst studied in [7]. Other

examples, based on the laws of physics and dealing with dynamical systems, are presented

in [13, 15].)

4.2.2 Conventional solution

Here, as in section 4.1, the Turing Machine fails to compute the required Fi. Suppose that
x0 is measured �rst, this choice being arbitrary, and placed onto the tape. While this allows

a correct evaluation of F0(x0), this initial measurement a�ects any number of the remaining
variables x1, x2, : : :, xn�1 irremediably. Since we cannot recover the original values of x1,
x2, : : :, xn�1, the computation of Fi(xi), for i = 1, 2, : : :, n � 1, is impossible. In Example

2, as the parameters of one organism are being measured, the remaining organisms may be
altered irreparably, or may even die.

4.3 Computation 3: Variables obeying a global condition

Here the xi, 0 � i � n � 1, are all available (they even already reside in memory). The

present computation has three distinguishing properties:

1. All the xi obey a certain global condition (a mathematical property). This condition

must hold throughout the computation. If the condition happens to be violated at

some point during the computation, the latter is considered to have failed.

2. Applying Fi to xi produces a new value for xi; thus,

xnewi = Fi(xi); 0 � i � n� 1:

3. Computing Fi(xi) for any one of the variables causes the global condition to no longer
be satis�ed.

4.3.1 Example 3: Computing subject to a geometric constraint

The object shown in in Fig. 1 is called a convex subdivision, as each of its faces is a convex
polygon. This convex subdivision is to be transformed into that in Fig. 2. The transforma-
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Figure 1: Original convex subdivision.

tion can be e�ected by removing edges and replacing them with other edges. The condition
for a successful transformation is that each intermediate �gure (resulting from a replace-

ment) be a convex subdivision as well. There are n edges in Fig. 1 that can be removed
and replaced with another n edges to produce Fig. 2 (where n = 12 for illustration). These
are the `spokes' that connect the outside `wheel' to the inside one. However, as Fig. 3 illus-

trates, removing any one of these edges and replacing it with another creates a concavity,
thus violating the condition [9, 48].

4.3.2 Conventional solution

With all the xi on its tape, a Turing machine evaluates

xnew
0

= F0(x0);

for example. This causes the computation to fail, as the set of variables xnew
0

, x1, x2, : : :,

xn�1 does not obey the global condition. In Example 3, only one edge of the subdivision in

Fig. 1 can be replaced at a time. Once any one of the n candidate edges is replaced, the

global condition of convexity no longer holds.

5 The Universal Computer Does Not Exist

In all three computations examined in Section 4, once an attempt was made to obtain an
input or to evaluate one of the functions Fi, the input to each of the remaining functions

became invalid. Because the Turing Machine (as de�ned quite reasonably by Turing) can

only perform a �nite and �xed number of operations at each step, it failed to carry out these

computations. This remains true as long as the size of the input exceeds (even by one) the

number of operations per step that the machine can perform, regardless of the size of the
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Figure 2: Destination convex subdivision.

machine's memory, its ability to receive input and deliver output to the outside world during
the computation, and the length of time it is allowed to run.

We now ask two questions in connection with the computations in Section 4.

5.1 Question 1: Are they computable?

The answer here is Yes. If a computer capable of performing n operations per step is

available, then it can:

1. Read all the xi(t) simultaneously (in computation 1)

2. Measure all the xi simultaneously (in computation 2)

3. Compute all the Fi(xi) simultaneously (in computation 3).

For example, n independent processors may perform all the computations in parallel, one
processor per variable, leading to a successful computation in each case. In Example 1, the

distances of all robots to L(t) can be found concurrently before any of them strays away. In

Example 2, measurements on all n living organisms are performed at the same time, thus

avoiding harming any of them. In Example 3, n edges are removed from Fig. 1 and n new
edges replace them to obtain Fig. 2, all in one step. In each case, once Fi(xi) has been
obtained for 0 � i � n � 1, the function F can be easily evaluated (whether it is equal to

the sum of the Fi(xi), or their minimum, and so on). It is important to note here that:

1. The computer capable of n operations in one step may belong to any one of several

possible models of computation, such as the n-tape Turing Machine [44], the Parallel

Random Access Machine, a network of processors, or even a combinational circuit (a
memoryless model) [2].
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Figure 3: A subdivision with a concavity.

2. Any model capable of fewer than n operations in one step fails to perform the compu-
tation successfully. Even if n� 1 operations are possible in one step, but not n, then

the computation of F fails.

3. The above observations hold regardless of the technology used to build the computer. In

other words, the computer can be mechanical, electronic, optical, quantum, chemical,
or biological, and the same limitations will be true.

5.2 Question 2: Are they computable when the �niteness condi-

tion holds?

As the preceding analysis shows, the answer here is No. In fact, the analysis suggests
that simulating the algorithms given in response to Question 1 on any computer capable

of fewer than n operations per step is impossible, regardless of how much time is available
to perform the simulation. Even if given in�nite time, the computer still fails to compute
F . This remains true regardless of the size of the memory on the computer attempting the

simulation (it can be in�nite), and whether or not the computer is allowed to receive input

and produce output during the computation.

While various computers in Section 5.1 succeeded to evaluate F , none quali�es as a
Universal Computer. The reason is simple: All obey the �niteness condition. Once n, the
number of operations a computer is capable of performing is �nite and �xed, that computer

looses its ability to be a Universal Computer, thanks to the computations described in Section

4. In each of these computations, n is a variable; if it exceeds the pre-established number of
operations per step that a computer is capable of, that computer cannot be universal. For

the same reason, none of the computers mentioned in Section 3, despite being more powerful
than the Turing Machine, can be a Universal Computer.

Therefore, The Universal Computer U as de�ned in Section 2.1 is clearly a myth. Another
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consequence is that the Church-Turing thesis (in the current stage of its evolution) does not

hold. It may either have to be revised, or better still forgotten.

6 Conclusion

It has been demonstrated by many researchers that the Turing Machine is not an appropriate

model for describing the increasingly complex and diversi�ed computations that need to be

performed on today's computers. In response, some have argued that the Turing Machine is

a `closed system' never meant to interact with the outside world; that the Turing Machine

is meant to operate neither on external input that may be changing, nor under evolving

computational conditions; that the input tape should contain at the start of the computation

all that is required to carry out that computation. But this is precisely the main shortcoming

of the Turing Machine as illustrated here and elsewhere.
In fact, we have shown here that any model of computation that aspires to replace the

Turing Machine as a Universal Computer, misses the mark as long as it is restricted to a

�nite and �xed number of operations per step. This holds even if the contender is allowed to
have extraordinary powers that the Turing machine possesses (but not today's computers,
such as being endowed with an in�nite memory and an unlimited amount of time to perform

a required computation), as well as the routine capabilities that today's computers take for
granted (but not the Turing Machine, such as the ability to interact with the outside world).

The �niteness condition, the key to our claim, is a reasonable one. It is the hallmark of
a feasible computer. Turing formulated it as an essential requirement of a realistic computer
[65] (see also [55] for a discussion).

Will there ever be a Universal Computer? No one knows. It appears, however, that the
only way to conceive such a computer is to allow it to have an in�nite number of processors
(and thus be able of an in�nite number of operations per step). Perhaps this implies that

the only Universal Computer possible is the Universe itself!
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