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Abstract

The paper is intended to be a survey of all the important aspects and results that have shaped

the �eld of quantum computation and quantum information. The reader is �rst familiarized

with those features and principles of quantum mechanics providing a more e�cient and secure

information processing. Their applications to the general theory of information, cryptography,

algorithms, computational complexity and error-correction are then discussed. Prospects for

building a practical quantum computer are also analyzed.

1 Introduction and overview

Quantum computation and quantum information can be de�ned as the study of information pro-
cessing tasks accomplished using quantum mechanical systems. One of the most striking aspects
of it is the complete uncertainty about its future. It could rise to meet the expectations of en-
thusiasts of the �eld, causing computer science to be reconsidered (and e�ectively rewritten) in
the new quantum light. In such a case, quantum computers and practical applications of quantum
information theory will substantially impact our everyday life. But it may also happen that quan-
tum mechanics will one day be disproved or the formidable obstacles towards making quantum
computers a viable technology will prove insurmountable. This will leave quantum computation
and quantum information as abstract mathematical curiosities, without substance.

1.1 Origins of quantum computing

Most people involved in the �eld associate the birth of quantum computation and quantum infor-
mation with a talk Richard Feynman gave at MIT in 1981 (see [80] for the journal version). In
his talk he pointed out the di�culty of simulating quantum systems using classical computers. In
part, this is due to the number of variables a computer must keep track of, when simulating the
behavior of a quantum system. This number grows exponentially with the size of the system being
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modeled. Other reasons include strange e�ects that are speci�c to quantum mechanics and cannot
be accurately simulated through classical means. Consequently, Feynman conjectured that a ma-
chine built in such a way as to allow it to make use of quantum e�ects would be able to e�ciently
simulate quantum systems. And so, the idea of a quantum computer was born.

Although Feynman's motivation was the concept of a \universal quantum simulator", a machine
capable of imitating any quantum system (including the physical world), from a computer science
perspective his observations led to speculation that perhaps computation in general could be done
more e�ciently if it made use of these quantum e�ects. In a later paper [81], Feynman analyzes
the physical limitations of computers due to the laws of physics and tries to exhibit the principles
on which a quantum mechanical computer could be built. As researchers began to explore ways
to harness quantum e�ects in order to speed up computation or �nd useful applications, the �eld
of quantum computation and quantum information gradually came into its own. In their e�ort
to develop tools that would allow them to gain a better understanding of quantum phenomena,
physicists have also contributed to the progress of the �eld.

Quantum computation and quantum information is a multi-disciplinary area, so it comes as no
surprise that people involved in it may have fairly di�erent backgrounds (mathematicians, statis-
ticians, computer scientists, physicists, cryptographers, information theorists, etc.). The power
of this novel computational paradigm comes from its foundation: quantum mechanics. Quantum
mechanics, physicists say, is the most complete and accurate description of the world we currently
have. It is a mathematical theory consisting of rules and principles de�ning a framework used
to develop physical theories. In this sense (as a mathematical theory) quantum mechanics is not
di�cult to understand. Familiarity with the tools linear algebra provides for manipulating state
vectors in Hilbert spaces is all a computer scientist needs in order to tackle quantum information
processing tasks. The di�culty appears when we try to apply quantum mechanics to understanding
the structure of some complicated molecules or grasping the nature of the forces responsible for
keeping the particles in atomic nuclei together.

1.2 Interpretations of quantum mechanics

From a broader perspective, the di�culties associated with quantum mechanics lie in �nding a
correspondence between its predictions and what happens in the physical reality. In other words,
it is a matter of the interpretation given to quantum mechanics. It is in this context that we
must understand Neils Bohr's statement that \anyone who thinks he understands quantum theory
doesn't really understand it". This sentence expresses the fact that we cannot use our everyday
life experience and common sense intuitions to gain insights into quantum phenomena.

1.2.1 The Copenhagen interpretation

Neils Bohr, one of the founders of quantum theory and apparently a very determined and strongly
willed person, is credited to have imposed what we now call the Copenhagen interpretation, which
became the standard view among many physicists. According to this view, it doesn't make sense
to ascribe intrinsic properties (such as position or velocity) to isolated quantum entities (such as
electrons, photons or other elementary particles). The properties of quantum systems only make
sense in light of the measurements we make. Taken to its limit, the Copenhagen interpretation
denies the reality of an individual photon or electron until it has been observed.

Let us see how di�erent interpretations of quantum mechanics can explain the result of the
double-slit experiment. It was �rst conducted by Thomas Young in 1801 and demonstrated that
light behaves like waves. In his experiment, Young projected light onto a screen through a barrier
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Figure 1: Young's double-slit experiment.

pierced with two closely spaced slits (see Figure 1). What he observed on the screen was an
interference pattern, the hallmark of waves. The importance of modern-day versions of Young's
experiment is best illustrated by Richard Feynman in his Lectures [82]. He believed that the result
of the double-slit experiment was the fundamental mystery of quantum mechanics.

If Young performed his experiment using simple screens and candlelight, the tremendous ad-
vances in technology allow us today to repeat the experiment with very weak light, that is, light
produced as one photon at a time. Thus, it is very unlikely that several photons would be found
within the experimental apparatus at the same time. Surprisingly (and against our intuitions),
given that enough time elapses as to allow the photons, arriving one at a time, to accumulate on
the screen, the same interference pattern will appear. The obvious question is: what was each
photon interfering with, if it was alone in the experimental apparatus?

According to the Copenhagen interpretation, the only possible answer can be: with itself. In
the absence of any observations, it doesn't make sense to associate a speci�c route to the photon
in its way from the light source to the screen. In a sense, each particle went not through one
slit, but rather through both slits, and as it appeared on the other side, it interfered with itself.
As we will see in the next section, this behavior is a manifestation of the quantum principle of
superposition of states, a principle without which quantum computation and quantum information
would be unconceivable. The duality between particles and waves has also been demonstrated for
other quanta that can be localized (electrons, neutrons, atoms) and even for larger entities, like
complex molecules composed of tens of atoms.

1.2.2 Many worlds interpretation

Although the Copenhagen interpretation is over half a century old, there still are physicists today
who embrace it. Su�ces to name Anton Zeilinger, who was involved in the experimental demon-
stration of superdense coding and quantum teleportation, two of the most important applications of
quantum information theory. However, tentatives of applying quantum mechanics to the universe
as a whole led to renewed interest in the many-universes interpretation, initially proposed by Hugh
Everett III in 1957. His interpretation essentially di�ers from the Copenhagen interpretation be-
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cause it removes completely the measurement problem, by eliminating any references to observers.
According to the modern version of the many-worlds interpretation, our universe is embedded into
an in�nitely larger and more complex structure, called the multiverse, which we can approximate
to a system of parallel universes [64, 63, 42]. Each time there is a decision at the quantum level,
such as the probability of a radioactive atom to decay or a photon passing through a polarizing
�lter, the assemblage of universes di�erentiates along di�erent paths.

How does this interpretation explain the interference pattern created by single particles? Since
there is a choice regarding which route the particle will take, at that point the universe will split
into two distinct universes. In one of them, the particle goes through the �rst slit, while its copy
from the second universe will traverse the barrier through the second split. On the other side of the
barrier, the two universes will interfere with each other creating a series of fringes on the screen. So,
according to the many-universes interpretation, the particle is not interfering with itself, but rather
with its copy from a parallel universe. Although it sounds like a rather crazy idea, the multiverse
structure o�ers sometimes a more intuitive explanation to some quantum phenomena than the clas-
sical Copenhagen interpretation. David Deutsch, who may be regarded as the strongest advocate
of the many-worlds interpretation (and also had some remarkable contributions to the develop-
ment of quantum complexity theory), even proposed an experiment that would test the existence
of multiple universes and therefore be able to distinguish between the di�erent interpretations of
quantum theory [60].

1.3 Overview

The remaining sections of this paper try to address the fundamental concepts and questions under-
lying quantum computation and quantum information. Is indeed this novel approach to performing
computation more powerful than the one in use today? How much more powerful? What are those
information processing tasks that prove its superiority? Can quantum e�ects only speed up com-
putation or are there tasks that can only be performed through quantum means? Can we identify
the conceptual elements responsible for the power exhibited by a quantum computer? And, �-
nally, is it possible to build such a machine that would exploit quantum e�ects in order to achieve
unprecedented computational power?

The next section describes the fundamental principles of quantum mechanics on which quantum
computation and quantum information is based. Section 3 is constructed in analogy with classical
information theory and discusses two simple (yet important) quantum information processing tasks:
superdense coding and quantum teleportation. Section 4 is concerned with the most promising
practical application of quantum information (at least in the short term): quantum cryptography.
The most important quantum algorithms conceived up to now are presented in Section 5. Section
6 introduces the main quantum complexity classes and their relations with classical ones. Any
computing technology, regardless of the physical implementation, is subject to various types of
errors, and quantum computing makes no exception. Section 7 analyzes possible solutions to this
problem. Section 8 is a review of physical realizations of quantum bits and logical operations
performed on them (quantum gates). Conclusions and �nal remarks are presented in Section 9.

2 Fundamentals of quantum information and quantum computa-

tion

The �eld of quantum information and quantum computation is based on the postulates governing
quantum mechanics. The aim of this section is to provide a description of these postulates and
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mathematical formalisms required to work with them to the extent needed for quantum computing.
Good introductions to quantum mechanics for computing scientists can be found in [139, 155, 146,
98, 27], but for detailed expositions of the �eld one should see [82].

Quantum mechanics takes place in the framework provided by linear algebra. We can associate
to any isolated physical system a complex vector space with an inner product de�ned on it, known
as the state space of the system. Mathematically, such a vector space with an inner product is
called a Hilbert space. At any given point in time, the system is completely described by its state
vector, which must be a unit vector in the system's state space.

Quantum state spaces and the transformations acting on them are traditionally described in
terms of vectors and matrices using the compact bra/ket notation introduced by Dirac [70]. Accord-
ing to his conventional notation, kets like jxi are simply column vectors, typically used to describe
quantum states. Similarly, the matching bra hxj is a row vector denoting the conjugate transpose
of jxi.

2.1 The qubit

At an abstract level, the simplest quantum mechanical system is the quantum bit, or qubit. A qubit
is a unit vector in a two-dimensional state space, for which a particular orthonormal basis, denoted
by fj0i; j1ig has been �xed. The two basis vectors j0i and j1i correspond to the possible values a
classical bit can take. However, unlike classical bits, a qubit can also take many other values. In
general, an arbitrary qubit j	i can be written as a linear combination of the computational basis
states:

j	i = �j0i+ �j1i; (1)

where � and � are complex numbers such that j�j2+j�j2 = 1. This is the fundamental di�erence
distinguishing quantum bits from classical ones and is a direct application of the quantum principle
of superposition of states. The qubit j	i in equation 1 is in a superposition of j0i and j1i, a state
in which it is not possible to say that the qubit is de�nitely in the state j0i, or de�nitely in the
state j1i. After all, what better intuition about the superposition principle than the idea (quite old
and widely accepted now) that each particle is also a wave.

For a single qubit, there is a very intuitive graphical representation of its state as a point on the
unit three-dimensional sphere (also called the Bloch sphere). Figure 2 depicts four possible states
of a qubit using the Bloch sphere representation. Note that the states corresponding to the points
on the equatorial circle have all equal contributions of 0-ness and 1-ness. What distinguishes them
is the phase. For example, the two states displayed above, 1=

p
2(j0i + j1i) and 1=

p
2(j0i � j1i)

are the same up to a relative phase shift of �, because the j0i amplitudes are identical and the j1i
amplitudes di�er only by a relative phase factor of ei� = �1.

We have described qubits as mathematical objects, but there are real physical systems which
may be described in terms of qubits. Possible physical realizations of a qubit include two di�erent
polarizations of a photon, the alignment of a nuclear spin in a uniform magnetic �eld or two
electronic levels in an atom. There will be more to say about this in section 8.

2.2 Measurements

We now turn our attention on the amount of information that can be stored in a qubit and,
respectively, retrieved from a qubit. Since any point on the Bloch sphere can be characterized by a
pair of real-valued parameters taking continuous values, it follows that, theoretically, a qubit could
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Figure 2: The Bloch sphere representation of a qubit.

hold an in�nite amount of information. However, we cannot extract more information from such a
qubit than we are able to do it from a classical bit. The reason is that we have to measure the qubit
in order to determine which state it is in. And another of the fundamental postulates of quantum
mechanics, the one regarding measurements, restricts us in the amount of information that can
be gained about a quantum state through measurement. According to this postulate, when we
measure a qubit j	i = �j0i + �j1i with respect to the standard basis for quantum computation
fj0i; j1ig, we get either the result 0 with probability j�j2, or the result 1 with probability j�j2. The
condition that the probabilities must sum to one corresponds geometrically to the requirement that
the qubit state be normalized to length 1, that is the inner product h	j	i equals 1.

Furthermore, measurement alters the state of a qubit, collapsing it from its superposition of j0i
and j1i to the speci�c state consistent with the measurement result. For example, if we observe j	i
to be in state j0i through measurement, then the post-measurement state of the qubit will be j0i,
and any subsequent measurements (in the same basis) will yield 0 with probability 1. In general,
measurement of a state transforms the state into one of the measuring device's associated basis
vectors. The probability that the state is measured as basis vector jui is the square of the norm of
the amplitude of the component of the original state in the direction of the basis vector jui.

2.3 Uncertainty principle

As noted by Julian Brown (in [42] page 120), Berthiaume and Brassard connect Heisenberg's
uncertainty principle with the idea that any measurement yielding information in the classical form
induces an irrevocable destruction of some remaining information, making further measurements
less informative, if not completely useless [28]. Our objection to this point of view is that while it
is perfectly true that, in general, measurement disturbs the quantum state of the observed system,
this is not what Heisenberg's uncertainty principle is trying to quantify. Heisenberg showed that
it is not possible, according to quantum mechanics, to simultaneously know both the position and
momentum of a particle with arbitrary accuracy. Position and momentum form a pair of canonically
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conjugate quantum variables and the more we know about one of them, the more we are restricted
in the precision with which the other one can be measured.

Later, Heisenberg's uncertainty principle was generalized to any two quantities corresponding
to non-commuting operators [157]. An equivalent formulation of this general uncertainty relation
is developed in [146] based on expressing projective measurement and standard deviations in terms
of observables. Of course, there are many other pairs of conjugate variables (beside position and
momentum), and we only mention here energy and time (who actually needs a special treatment,
as given in [167]), horizontal and vertical polarizations or right-handed and left-handed circular
polarizations. It is also important to stress that uncertainty relations of any kind do not express
the incapacity of the measurement device to provide accurate observations of the variables, due to
their imperfections. These relations are mathematical results derived from the principles governing
quantum mechanics and therefore hold regardless of the performances of the measuring devices
used.

2.4 No-clonability

Naturally, measurements in bases other than the computational basis are always possible, but
this will not help us in determining � and � from a single measurement. One might think of
solving this problem by making multiple copies of the initial qubit j	i and then measure each of
the copies in order to obtain an estimation of � and �. In fact, it turns out to be impossible to
make a copy of an unknown quantum state. The no-cloning theorem, one of the earliest results of
quantum computation and quantum information [184], states that quantum mechanics prevents us
from building a quantum cloning device capable of copying non-orthogonal quantum states. The
ability to clone orthogonal quantum states translates into the ability to copy classical information,
since the di�erent states of classical information can be thought of merely as orthogonal quantum
states. So it seems that quantum mechanics places severe limitations on the accessibility of quantum
information, but sometimes this can be used to our advantage, as we will see in the case of quantum
cryptography.

2.5 Superposition and interference

The concepts of superposition, interference and measurement can be very well illustrated in the
case of Young's two-slit experiment. The experimental setup provides the particle with a particular
kind of superposition. If we ascribe state j0i to the particle when it passes through slit A and
state j1i when it passes through slit B, then, e�ectively, the particle's behavior can be described by
the superposition of states 1p

2
j0i+ 1p

2
j1i, which is a combination of \particle goes through slit A"

with \particle goes through slit B". In the case when we choose to observe the particle as it goes
through the experimental apparatus (that is, to measure its state), the wave function describing it
will collapse into one of the two possible outcomes and the particle will be detected passing through
slit A or B with equal probability. In either case, the superposition is destroyed and with it any
chance of interference. But if the particle is not observed until the end, as it collects on the screen,
then the superposition holds through to the end, enabling the interference phenomenon witnessed
on the screen.

2.6 Quantum registers

Let us examine now more complex quantum systems, composed of multiple qubits. In classical
physics, individual two-dimensional state spaces of n particles combine through the cartesian prod-
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uct to form a vector space of 2n dimensions, representing the state space of the ensemble of n
particles. However, this is not how a quantum system can be described in terms of its components.
Quantum states combine through the tensor product to give a resulting state space of 2n dimen-
sions, for a system of n qubits. It is this exponential growth of the state space with the number of
particles that quantum computers try to exploit in their attempt to achieve exponential speed-up
of computation over classical computers.

For a system of two qubits, each with basis fj0i; j1ig, the resulting state space is the set of
normalized vectors in the four dimensional space spanned by basis vectors fj0i 
 j0i; j0i 
 j1i; j1i 

j0i; j1i 
 j1ig, where jxi 
 jyi denotes the tensor product between column vectors jxi and jyi. It is
customary to write the basis in the more compact notation fj00i; j01i; j10i; j11ig. This generalizes
in the obvious way to an n-qubit system with 2n basis vectors.

2.7 Entanglement

Similar to single qubits, multiple-qubit systems can also be in a superposition state. The vector

j	i = 1

2
(j00i + j01i + j10i+ j11i) (2)

describes a superposition state of a two-qubit system in which all four components (corresponding
to the four basis vectors) have equal amplitudes. What about the two qubits composing the system?
Can we characterize their states individually? If we rewrite equation 2 in order to express j	i as
the tensor product

j	i = (
1p
2
j0i+ 1p

2
j1i) 
 (

1p
2
j0i + 1p

2
j1i) (3)

then we can legitimately assert that each of the component qubits is also in a superposition state,
perfectly balanced between j0i and j1i. Now let us drop the two middle terms in equation 2 and
consider the superposition state described by

j�i = 1p
2
j00i+ 1p

2
j11i (4)

In this case it is no longer possible to �nd complex numbers �, �,  and � such that

(�j0i + �j1i) 
 (j0i + �j1i) = 1p
2
j00i + 1p

2
j11i (5)

The state of the system cannot be decomposed into a product of the states of the constituents.
Even though the state of the system is well de�ned (through the state vector j�i), neither of the
two component qubits is in a well-de�ned state. This is again in contrast to classical systems, whose
states can always be broken down into the individual states of their components. Furthermore, if
we try to measure the two qubits, the superposition will collapse into one of the two basis vectors
contributing to the superposition and the outcomes of the two measurements will always coincide.
In other words, if one of the qubits is found to be in state j0i, then the second one will necessarily
be in the same state, while a state j1i assumed after measurement will be shared by both qubits.
Therefore, we say that the two qubits are entangled and j�i describes an entangled state of the
system.

Entanglement de�nes the strong correlations exhibited by two or more particles when they are
measured and which cannot be explained by classical means. This does not imply that entangled
particles will always be observed in the same state, as entangled states like
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1p
2
j01i � 1p

2
j10i (6)

prove it. States like these or the one in equation 4 are known as Bell states or EPR pairs after
some of the people (see below) who pointed out their strange properties.

In some sense, we can say that superposition encompasses entanglement, since entanglement
can be viewed as a special case of superposition. It is also interesting to make an analogy between
entanglement and the concept of primality from number theory. Indeed, an entangled state of the
system corresponds to a prime number, since it cannot be factored or decomposed as a product of
subsystem states.

2.7.1 EPR thought experiment

Entanglement is by far the most counterintuitive concept in quantum mechanics that we have met.
It can give rise to strange phenomena that have fueled endless debates between the advocates of the
theory of quantum mechanics and those trying to disprove it (the arguments exchanged by Bohr
and Einstein on this subject have become history [2]). Einstein was deeply dissatis�ed with the fact
that quantum mechanics allowed correlations between entangled particles to manifest themselves
instantaneously over arbitrary large distances.

According to quantum mechanics, if the two particles in an EPR pair are arbitrarily far apart
and we measure one of them, the other will instantly acquire a de�nite state. This seemingly
instant inuence over possibly in�nite distances, unmediated by any communication or propagation
medium is called non-locality , but Einstein termed it \spooky action at a distance" ([2] page 122).
He believed that such phenomenon is due to some hidden variable in the state of the system that
we simply do not have knowledge of. Supporters of this local hidden variable theory assume that
each particle has some internal state (for the moment hidden from us) that completely determines
what the result of any given measurement will be. The strong correlation exhibited, for example,
by the EPR pair in equation 4 has in their view a simple explanation: the particles are either both
in state j0i or both in state j1i, we just don't happen to know which.

Einstein presented his viewpoint in a 1935 paper ([74]) written together with Podolsky and
Rosen (hence, the EPR acronym). They imagined a thought experiment that would either show
quantum mechanics as being an incomplete theory of Nature or, basically, contradict Heisenberg's
uncertainty principle. Bohr's reply came only a few months later ([33]) pointing out the aw
in Einstein's argument: two entangled particles form an inseparable quantum system and any
measurement carried out on one of them will inevitably inuence the circumstances of the other.
But the dispute between adepts of realistic local theories and supporters of quantum mechanics
(and implicitly entanglement) was far from being over.

2.7.2 Bell's inequality

John Bell set up a new battle�eld in 1964 ([12]), in the form of a mathematical expression that
clearly separates classical from quantum correlations. This expression, which takes the form of an
inequality known as Bell's inequality quanti�es the limit on the strength of correlations we can
expect to see if hidden variables are involved. On the other hand, quantum mechanics ought to
violate this inequality. Bell's inequality was only the �rst in a larger set of inequalities of this kind.
Another example is the CHSH inequality, named after the initials of its four discoverers [53].

Bell's result prompted a series of experiments arduously aimed at demonstrating that the laws
of Nature do indeed violate Bell's inequality. In the most famous of them, the correlations in polar-
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izations between entangled photons was measured [3]. Alain Aspect and his colleagues claimed that
the results con�rmed the violation of Bell's inequality, thus proving the existence of entanglement
in Nature and the validity of quantum mechanics. Later experiments demonstrated quantum-
correlations over larger distances [170, 175]. But there are voices who doubt the results of these
experiments, accusing a lack of justi�cation for all the assumptions on which the experiments are
based [134, 172, 173, 174]. They consider the attitude of the experimenters to be biased and the
whole demonstration of quantum entanglement as a circular argument: the assumptions needed to
back quantum mechanics are unlikely to be true unless quantum mechanics is true.

Any experiment carried out to prove that quantum mechanics violates the Bell inequalities
requires an extended run of measurements. The frequencies with which pairs of measurements
agree with one another are then calculated. It is claimed that the EPR e�ect has been convincingly
demonstrated with statistically signi�cant results. But it is exactly the statistical nature of the
argument that has been pointed out as a weakness. Critics of these experiments consider that their
statistical results have been biased by resorting to convenient assumptions, insu�ciently founded.

2.7.3 3-particle entanglement

Under these circumstances, conceiving a new kind of experiment that would allow the clash between
quantum and classical reality to be decided in one measurement seemed an important achievement.
The GHZ experiment [92] is basically an extension of the EPR experiment with three correlated
particles instead of two. The three-particle entanglement in the GHZ proposal provides the means
to prove the contradiction without the cumbersome use of inequalities, in a much more direct and
non-statistical way, as compared with Bell's original theorem.

In 1999 a team of researchers at MIT produced a GHZ state using nuclear spins instead of
photon polarizations and the techniques of nuclear magnetic resonance spectroscopy to manipulate
their sample [144]. Although they were able to measure the weird quantum correlations exhibited
by the GHZ state, the NMR techniques used prevented them from testing the non-local aspects
of the GHZ experiment. The three qubits, embodied as nuclear spins within a molecule, were far
too close together to allow for a delayed-choice experiment of the kind Aspect performed on EPR
pairs. There is also a very recent report about the successful creation of a 3-particle entangled GHZ
state between trapped ions [55], as part of the e�ort to develop a scalable technology for building
a quantum computer.

2.7.4 Entanglement as a physical resource

Today, entanglement is no longer regarded as merely a quantum curiosity. It has become the
essential feature of quantum mechanics and people are seeing it as a physical resource that can
be spent in order to solve information-processing tasks in new ways. Some researchers have even
began to quantify entanglement by introducing a standard unit of entanglement in the form of
a maximally entangled pair, which is said to carry one e-bit of entanglement [145]. By contrast,
incompletely entangled pairs carry less than one e-bit. They developed ways to weigh entanglement
using entanglement distillation and dilution. Therefore, the question whether this \resource"

really exists in Nature and can be exploited in the ways we currently believe it can, is of

crucial importance for the future of quantum computation and quantum information1.
Superdense coding, teleporting a quantum state or �nding the prime factors of a composite integer
in polynomial time on a quantum computer are only a few of the most important applications of

1Text in bold is meant to highlight important open problems or areas of intense reasearch.
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entanglement. The current potential quantum computation and quantum information are credited
with will certainly be a�ected if some day entanglement will be disproved.

2.8 Quantum evolution

Let us assume for now that we can harness entanglement to increase the e�ciency of computation
and information-processing tasks in general. What are the \circuits" composing a hypothetical
quantum computer? The answer to this question is in strong relation with the way an isolated
quantum system evolves over time. We already saw what happens when we try to measure such
a quantum system. If, for example, we are trying to read the content of a quantum memory
register, the system will undergo a sudden, unpredictable jump into one of the classical bit string
con�gurations composing the original superposition. In other words, there will be a discontinuity in
the evolution of the quantum memory register. But, if we leave the register unobserved, the system
will undergo a smooth, continuous evolution governed by Schr�odinger's equation, a deterministic
di�erential equation which enables us to predict the future or uncover the past evolution of the
memory register. Consequently, any quantum computation is reversible and therefore quantum
gates (the quantum analog of classical gates) must always have as many outputs as they have
inputs, in order to avoid any loss of information that would prevent the computation to be undone.

2.9 Quantum gates

A quantum NOT gate acting on a single qubit will evolve the initial state �j0i + �j1i into the
�nal state �j1i + �j0i, in which the roles of j0i and j1i have been interchanged. Because every
quantum gate acts linearly, the transformation is fully speci�ed by its e�ect on the basis vectors.
Hence, there is a very convenient representation of a quantum gate in matrix form. The matrix X
representing the quantum NOT gate is then de�ned as follows:

X =

"
0 1
1 0

#
:

The �rst column represents the e�ect of applying the NOT gate to state j0i, while the second
column is the result of applying the NOT gate to state j1i. We can now describe the operation of
the quantum NOT gate, acting on an arbitrary qubit state, through the following equation:

X �
"
�

�

#
=

"
�

�

#
:

Other examples of single qubit gates are the Z gate:

Z =

"
1 0
0 �1

#
;

which leaves j0i unchanged, but introduces a phase shift by ipping the sign of j1i, and the
Hadamard gate:

H =
1p
2

"
1 1
1 �1

#
;

which is one of the most useful quantum gates, because it creates superpositions of j0i and j1i.
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Figure 3: Controlled-NOT quantum gate.

Although there are an in�nite number of single qubit gates, not any two by two matrix is a
legitimate representation of a quantum gate. Schr�odinger's equation states that the dynamics of a
quantum system must take states to states in a way that preserves orthogonality. In other words,
the normalization condition j�j2+ j�j2 = 1 for the initial state �j0i+�j1i must also be true for the
quantum state after the gate has acted. This translates into the requirement that the matrix U
describing the single qubit gate be unitary, that is U� �U = I, where U� is the conjugate transpose
of U . Single qubit gates can be conveniently visualized as rotations of the arrow representing the
qubit state on the surface of the Bloch sphere.

Quantum gates on multiple qubits can also be de�ned. Figure 3 depicts a controlled-NOT gate,
an instance of the more abstract controlled-U gate, where U = X. The target bit jyi is ipped if
and only if the control bit jxi is set to 1.

Multiple qubit gates must also satisfy the requirement that probability be conserved, so they
too must be unitary transformations. Since any unitary matrix is invertible and the inverse is also a
unitary matrix, it follows that a quantum gate can always be inverted by another quantum gate. The
set of all 1-qubit rotations (gates) together with the controlled-NOT gate is universal for quantum
computation. But �nite universal sets of gates exist as well. Two researchers working independently
have shown that any imaginable quantum computation can be performed by connecting together
multiple copies of a certain 2-qubit gate [4, 72]. Such universal quantum gates are similar to the
NAND gate in classical computation.

2.10 Density operators

The purpose of this section was to introduce the postulates of quantum mechanics on which quan-
tum computation and quantum information processing is based. These postulates were formulated
using the language of state vectors. However, there is an alternate formulation, that is mathemat-
ically equivalent to the state vector approach, which proves to be much more convenient in some
situations, notably as a tool for the description of individual subsystems of a composite quantum
system. This tool, known as the density operator or density matrix provides a convenient means
for characterizing quantum systems whose state is not completely known.

Suppose that a quantum system is in one of a number of states j ii, with respective probabilities
pi. Then, by use of outer products, we can describe the state of the system through the following
density operator (matrix):

� =
X
i

pij iih ij: (7)

Because the states j ii are known exactly (they can be represented by a state vector), they are
called pure states, as opposed to the state described by �, which is a mixed state. There is a simple
criterion to determine whether a state is pure or mixed, using the trace of a matrix. A pure state
satis�es tr(�2) = 1, while for a mixed state, tr(�2) is always less than 1.
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Density operators may be regarded as a more general approach than state vectors. This is clearly
seen in the analysis of composite quantum systems, where the use of reduced density operators is
virtually indispensable. Here is a signi�cant example. According to the de�nition, the density
matrix for the Bell state (j00i + j11i)=p2 is:

� =

� j00i + j11ip
2

��h00j + h11jp
2

�
=
j00ih00j + j11ih00j + j00ih11j + j11ih11j

2
:

If we want a description of the state of the �rst qubit, we can �nd its reduced density operator by
tracing out the second qubit from the matrix representing the joint system:

�1 = tr2(�) =
j0ih0j + j1ih1j

2
=
I

2
:

This result tells us that the �rst qubit is in a mixed state, since

tr

 �
I

2

�2!
=

1

2
< 1:

Naturally, a similar result can be obtained for the second qubit. Notice again the paradox introduced
by entanglement. Although the joint system is in a pure state (it is known completely), any of
the composing subsystems is in mixed states, apparently suggesting that we do not have complete
knowledge about it.

From this example we can see that density operators are able to provide a description for the
state of a quantum subsystem, even when no state vector can be associated with that subsystem.
Yet, in our opinion, density operators fail to capture the essence of entanglement, since a qubit
that is either in state j0i or in state j1i with equal probability will yield the same density matrix

� =
j0ih0j + j1ih1j

2
;

as the entangled qubit above.

3 Quantum information theory

Quantum information theory is the �eld concerned with the study of elementary information pro-
cessing tasks achieved using quantum mechanics. In a wide context, quantum information theory
seeks to identify those resources, separating the quantum from the classical world, which create
new possibilities for processing information. More concrete, and in analogy with the classical �eld,
work on quantum information theory can be characterized by the following fundamental goals:

- identify elementary classes of static resources in quantum mechanics (e.g. bits, qubits, entangle-
ment)

- identify elementary classes of dynamical processes in quantum mechanics (e.g. classical or quan-
tum information transmission, noise in a classical or quantum communications channel)

- quantify the resources required to perform elementary dynamical processes.

Since classical physics arises as a special case of quantum physics, all the static and dynamic
elements of classical information theory are also present in quantum information theory. However,
the latter is broader in scope, for it also includes additional static and dynamic elements, that are
speci�c to quantum mechanics.
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3.1 Classical information through quantum channels

The most fundamental results in classical information theory are Shannon's noiseless channel coding
theorem and noisy channel coding theorem [161]. It is natural for quantum information theory to
look at these two problems in a more general context. In a �rst step, only the storage medium is
changed, so that classical information is transmitted using quantum states as the vehicle. It turns
out that using qubits to compress classical information does not result in any signi�cant saving
in the amount of communication required to transmit information over a noiseless channel [146].
In the more realistic case, where the communications channel is a�ected by noise, the channel's
true capacity is quanti�ed exactly by Shannon's noisy channel coding theorem. This result proved
di�cult to replicate for a quantum channel, due to the huge variety of noise models allowed by the
continuous space in which quantum evolution takes place. The Holevo-Schumacher-Westmoreland
theorem [103, 160] provides only a lower bound on the capacity of such a channel. It is still

a major open problem of quantum information theory to determine whether or not

encoding using entangled states can be used to raise the capacity beyond this lower

bound.

3.2 Quantum information through quantum channels

The analogy with Shannon's coding theorems can be taken further, by considering quantum states
themselves as the static resource involved in compression and decompression manipulations. Com-
pressing the output produced by a quantum information source is still possible, but the process may
no longer be error-free. The quantum states being produced by the source may be slightly distorted
by the compression-decompression procedure. The average distortion introduced by a compression
scheme is quanti�ed by a �delity measure, analogous to the probability of doing the decompression
correctly. Schumacher's quantum noiseless channel coding theorem [159] quanti�es the resources
required to perform quantum data compression, with the restriction that it be possible to recover
the source with �delity close to 1, in the limit of large block lengths.

Shannon's noiseless channel coding theorem tells us that the number of bits of information
necessary to represent, on average, each use of a classical source of information is given by a function
of the source probability distribution, called the Shannon entropy. Similarly, Schumacher's theorem
introduces a new entropic quantity, namely, the von Neumann entropy, as the limit to which a
quantum source may be compressed. This new entropy can be interpreted as a generalization of
Shannon's entropy to quantum states. The von Neumann entropy agrees with Shannon's entropy if
the states produced by the quantum source are orthogonal, but in general it is strictly smaller than
Shannon's entropy. This decrease in resources required to compress a quantum source is possible
exactly by exploiting the inherent redundancy arising in non-orthogonal quantum states. A fully

satisfactory analogue of Shannon's noisy channel coding theorem for encoding and

decoding quantum states traveling through a noisy quantum channel has not yet been

found. The capacity has been established however for some speci�c channels, like the quantum
erasure channel [23].

Entanglement is probably the most bizzare elementary static resource of quantum mechanics. Its
properties, which are yet to be well understood, are essentially di�erent from those of the resources
most familiar from classical information theory. But these strange properties of entanglement
are also responsible for creating novel and surprising possibilities of accomplishing information
processing tasks. In the following we give two examples of simple, yet unexpected applications of
elementary quantum mechanics to the problem of transmitting information between two parties,
conventionally known as Alice and Bob, who are a long way away from one another.
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Figure 4: Superdense coding.

3.3 Superdense coding

In the �rst application, known as superdense coding [25], entanglement allows Alice to communicate
to Bob two bits of classical information by sending him only one qubit. To do this though, they
must previously share a pair of qubits in the entangled state (j00i + j11i)=p2. Alice is initially in
possession of the �rst qubit, while Bob has possession of the second one. There are four di�erent
messages Alice can transmit over to Bob using two bits of information: 0000, 0010, 0100 or 0110. For
each of these four bit strings, Alice applies a speci�c quantum gate to her qubit and then sends it
over to Bob (see Figure 4). Now Bob has hold of both qubits and is free to perform any kind of
measurement on them.

Because the two qubits were entangled, any manipulation of the �rst qubit done by Alice has
inevitably a�ected the state of the ensemble, such that the �nal state describing the qubits is one
of the four Bell states or EPR pairs: (j00i � j11i)=p2, (j01i � j10i)=p2. The catch is that the Bell
states form an orthonormal basis and can therefore be distinguished by an appropriate quantum
measurement. All that Bob has to do in order to determine which of the four possible bit strings
Alice sent is to perform a joint measurement on the two qubits in the Bell basis.

In terms of the three goals of information theory stated at the beginning of this section, we
can identify the two qubits and the entanglement between them as the static resources involved.
As dynamical processes we can name the entanglement transformation performed by Alice, the
transmission of the qubit from Alice to Bob and the measurement performed by Bob. What are
the physical resources that have to be spent in order to complete the task? The answer to this
question depends ultimately on the physical realization of the joint measurement. Theoretically,
since the state of the 2-qubit ensemble is already perfectly aligned with one of the measurement's
projectors, the act of measurement should not change this state. The EPR pair should retain its
state throughout the measurement process. As one would expect, such a joint measurement is
very di�cult to implement in practice. Therefore, assuming that Bob's measurement collapses the
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entangled state, the resources consumed in the process are one qubit worth of communication and
the entanglement relating the two qubits. Transmitting two bits of classical information through
one qubit is only possible by spending one e-bit of entanglement. Of course, the protocol requires
two qubits, but Alice never need interact with the second qubit. The initial, entangled state of
the ensemble is a �xed state, so there is no need for Alice to have sent Bob any qubits in order
to prepare this state. Instead, some third party (an "entanglement provider") may prepare the
entangled state ahead of time, sending one of the qubits to Alice and the other to Bob.

3.3.1 Experimental demonstration

The superdense coding protocol has received partial veri�cation in the laboratory. An experiment
performed at the University of Innsbruck in Austria [135] implemented a variant of superdense
coding using entangled photons and the techniques of two-particle interferometry, which involve
interference between pairs of particles. The biggest problem was the joint measurement that Bob
has to perform to distinguish between the four Bell states. In the Innsbruck experiment, two of
the possibilities cannot be distinguished from one another, so Bob can only read three out of four
possible states for each photon Alice sends him. Therefore, although this experiment failed to
achieve the theoretical two classical bits per qubit, it nevertheless still managed more than one bit
(more precisely, a qubit was carrying one trit of information).

3.4 Quantum teleportation

Superdense coding is a protocol for transmitting classical information through a quantum channel.
We now move to the second example, quantum teleportation [20], in which Alice is able to send
Bob an unknown quantum state, using only a classical communications channel. Furthermore, the
transfer of hidden quantum information implied by the process appears to happen without that
state having to move through the intervening space, e�ectively teleporting the quantum state to
Bob. Again, this is only possible if Alice and Bob share an EPR pair. So, initially, Alice has in her
possession two qubits: the state to be teleported j i = �j0i + �j1i, where � and � are unknown
amplitudes, and her half of the entangled pair (j00i + j11i)=p2, while Bob is in possession of the
other half. To achieve teleportation, Alice interacts the qubit j i with her half of the EPR pair
and then measures the two qubits in her possession, obtaining one of four possible classical results:
00, 01, 10 or 11.

In the �rst step, Alice applies a controlled-NOT gate to her qubits (with j i acting as the
control qubit) changing the initial state of the 3-qubit system

j	0i = 1p
2
[�j0i(j00i + j11i) + �j1i(j00i + j11i)]

to

j	1i = 1p
2
[�j0i(j00i + j11i) + �j1i(j10i + j01i)]:

In the expressions above, the �rst two qubits belong to Alice and the last one to Bob. The EPR
pair consists of the last two qubits.

Notice how this operation has transformed the initial entanglement into another form. No two
qubits in j	1i form a maximally entangled pair, but the entanglement involves now all three qubits.
We can say that the initial entanglement has di�used to the �rst qubit as well.
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In the last step before measurement, Alice sends her �rst qubit through a Hadamard gate,
determining the system to evolve into the state

j	2i = 1

2
[�(j0i + j1i)(j00i + j11i) + �(j0i � j1i)(j10i + j01i)]:

Since j	2i is a superposition of all possible 23 = 8 classical states for the 3-qubit system, we can
intuitively assert that, in some sense, the entanglement dilution process initiated in the �rst step
is now complete. Does this mean that the teleportation was achieved? By regrouping the terms
composing the j	2i state, we can see that Bob's qubit can only be in one of the following four
states: �j0i��j1i, �j1i��j0i, corresponding to the four possible outcomes for Alice's measurement.
Tracing out Alice's system, the reduced density operator of Bob's system can be shown to be

�Bob =
j0ih0j + j1ih1j

2
=
I

2
:

This state has no dependence upon the state j i being teleported. Consequently, any measurement
Bob might perform on his qubit will contain no information about j i. The situation remains
unchanged for Bob, even after Alice has completed her measurements2. It is only when Bob is
informed of the outcome of Alice's measurement that he knows what quantum transformation
(rotation) to apply to his qubit in order to recover the state j i accurately, thus completing the
teleportation.

Because Alice must transmit her measurement result to Bob over a classical communications
channel, which is by de�nition limited to the speed of light, quantum teleportation cannot be used
to transmit quantum states faster than light. The use of the reduced density operator above makes
this argument mathematically rigorous. On the other hand, faster than light communication would
have generated a series of paradoxes derived from Einstein's theory of relativity (like the possibility
to send information backwards in time, for instance).

A super�cial glance at quantum teleportation may lead one to believe that the process creates
a copy of the quantum state being teleported, thus violating the no-cloning theorem imposed by
quantum mechanics. This violation is only apparent though, since after the teleportation process
only Bob's qubit is left in the state j i, while the original data qubit ends up in one of the
computational basis states j0i or j1i, following the measurement performed by Alice on the �rst
qubit.

The information-theoretic static resources making quantum teleportation possible are three
qubits (two of them entangled in an EPR pair) and two classical bits. The dynamic processes acting
on these resources are the various quantum transformations (gates) to which the three qubits are
subjected, Alice's measurement of her two qubits and the two classical bits worth of communication
between Alice and Bob. As opposed to superdense coding, here the measurements on Alice's
two qubits are carried out independently of one another, in the computational basis. Therefore,
we can a�rm with certainty that teleporting an unknown quantum state consumes one e-bit of
entanglement, since there is no entanglement left in the state of the 3-qubit system at the end of
the process. From a broader perspective, quantum teleportation emphasizes the interchangeability
of di�erent resources in quantum mechanics, showing that one e-bit of entanglement together with
two classical bits of communication is a resource at least the equal of one qubit of communication.

2Note how the knowledge about Bob's subsystem (qubit) is relative to the two observers, Alice and Bob.
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3.4.1 Experimental demonstrations

Quantum teleportation is not only a neat trick, but has applications of practical importance, like
designing quantum gates that are resistant to the e�ects of noise. Practical veri�cations of quan-
tum teleportation have been experimentally realized in various di�erent forms by several teams
[34, 35, 86, 147, 11]. Zeilinger and his colleagues at Innsbruck [35], for example, used a variation of
their dense coding scheme to teleport the polarization state of a photon. It may be worthwhile to
also mention the original idea on which Francesco De Martini and colleagues at the University of
Rome [34] built their experiment. Instead of measuring two photons, they chose to measure two dif-
ferent aspects of one photon. One aspect was the polarization and the other was the choice between
traveling along one of two di�erent routes. As a matter of fact, the entanglement in the initial EPR
pair was also in the choice of paths. An interesting novelty was brought by the most recent experi-
ment [11], in which electrons (and not photons) were used to embody the teleported quantum state.

In both examples that we have described in this section, entanglement plays a crucial role in the
successful completion of the respective information processing tasks. The importance of entan-
glement for quantum computation and quantum information has motivated the development of a
fascinating area of study about the creation and transformation of entanglement.

4 Quantum cryptography

If one day, the impressive potential arising from the application of quantum mechanical principles
to computer science will be achieved and building a practical quantum computer will no longer be a
distant goal, perhaps the most spectacular impact will be seen on cryptography. The consequences
on the security of cryptographic techniques and protocols can be both destructive and constructive.
It is the aim of this section to show these e�ects, together with the current status of quantum
cryptography.

4.1 Private-key systems

Historically, the �rst methods used to exchange secret information belong to the class of private-
key systems. The two parties wishing to communicate have to meet and agree on a set of secret
keys, subsequently used to encrypt and decrypt any messages between them. The one-time pad

cryptosystem is an example from this category. Its security rests on several assumptions: each
key is used only once, nobody is eavesdropping while the keys are randomly generated and agreed
upon and �nally, each of the two participants in the protocol is able to securely store its copy of
the pad containing the secret keys. If these requirements are met, then the system is guaranteed
to be totally foolproof. However, there is one major drawback all private-key systems share: the
distribution of keys. While meeting face to face in order to distribute keys is not unconceivable for
inter-governmental communications, it is certainly out of the question for commercial transactions
over the Internet, for example.

4.2 Public-key systems

Public-key systems were invented exactly to address the problem of securely distributing crypto-
graphic keys, without the communicating parties having to meet. In contrast to the symmetry
of private-key systems, in which the same key is used for encryption and decryption, public-key
systems use a pair of asymmetric keys. One is public, and therefore can be widely distributed, and
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the other is private and must be kept secret. A message encrypted using the public key can only
be decrypted using the associated private key. This is achieved using the mathematical concept of
a trapdoor function. A trapdoor function is some mathematical procedure that is easy to compute,
yet very hard to invert (for this reason they are sometimes called one-way functions), unless you
have access to a special key that can unlock the trapdoor. Computing a trapdoor function corre-
sponds to encrypting a message using the public key. To break such a code, one is forced to invert
the trapdoor function without knowledge of the private key, while the intended recipient of the
encoded message can use his or her private key in order to easily decipher the encrypted message.

4.2.1 Di�e-Hellman algorithm

The �rst practical public-key algorithm was devised by Di�e and Hellman in 1976 [69]. It was a
continuation of Ralph Merkle's work on this track [138]. The Di�e-Hellman procedure does not
completely depart from the symmetry of private-key systems. Alice and Bob, the prototypical
participants in any cryptographic protocol, exchange their public keys in order to construct (based
also on their secret keys) a common session key, which they can use to encode and decode messages
between them, just like in a normal private-key system. From this point of view, one can look at the
Di�e-Hellman procedure as a safe way of distributing private keys using only public communications
channels. Reconstructing one of the secret keys, given knowledge of the corresponding public key,
amounts to solving a discrete logarithm problem, which is very hard to calculate if the numbers
involved are all su�ciently large. The security of the Di�e-Hellman algorithm depends on this
fact.

4.2.2 RSA algorithm

But the most successful public-key system in use today is based on the RSA algorithm developed
in 1977 [156]. Unlike the Di�e-Hellman algorithm, it is a genuine public-key system, in the sense
that anyone can send an encrypted message to Alice using only her public key. Alice will then use
her private (secret) key in order to decode the message. The RSA algorithm is also more versatile,
o�ering the possibility to digitally sign a document due to the interchangeability between the public
and private keys in this algorithm. Its security ultimately rests on the di�culty of factoring large
numbers in a reasonable amount of time, a problem thought to be intractable, although nobody
was able to prove that it is not in P . On the other hand, nobody was able to prove it as

an NP -complete problem either.
The lack of a polynomial time solution to the factoring problem means that RSA encryption

codes are safe for the time being, provided long enough keys are used. More precise, a 129-digit
number used as the public key to encrypt a message by applying the RSA algorithm was already
factored in 1994. However, this result was possible only after a gargantuan computational e�ort
that lasted about eight months and involved some 1600 computers distributed over the Internet.
Improvements in factoring technology made possible a much quicker factorization of a 130-digit RSA
key two years later. Replacing the quadratic sieve with the number �eld sieve as the factorization
method sped-up the computation approximately by a factor of 5. The number �eld sieve [126] is
currently the best-known classical algorithm for factoring large integers. Its running time, while still
super-polynomial, is sub-exponential in the size (number of digits) of the number being factored.
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4.3 Cracking RSA codes

There are two useful remarks we can make here. First, the power of parallelism should not be
underestimated. Lenstra, who was the �rst together with several colleagues to factor the ninth
Fermat number 22

9

+1 (155 decimal digits) and was involved in cracking both RSA-129 and RSA-
130 thinks that RSA codes depending on 512-bit numbers (corresponding to 155 decimal digits) are
within the reach of cypherpunks, if they could get hundreds of thousands of machines computing
for them (see [42] page 167).

Secondly, since the security of RSA codes is based upon unproven assumptions, advancements
in factoring algorithms are always possible. Coupled with technology improvements that allow ever
faster computers to be built, this will force people to use longer and longer keys in order to keep
the RSA systems secure. However, unless a polynomial time algorithm is discovered, factoring a
2000-digit number would take more than the entire life of the Universe, assuming that every particle
in the Universe was a classical computer working at full speed (see [181] page 129). Even messages
encrypted using a 400-digit key are well beyond the decryption capabilities of modern computers.

The cryptographic landscape, as it is perceived today, would change dramatically though if large-
scale quantum computers could be built. This is because the algorithms discovered by Peter Shor in
1994 for solving the discrete logarithm problem and factoring numbers require only polynomial time
on a quantum computer. Recall that the security of Di�e-Hellman procedure and RSA algorithm
respectively, rely exactly on the presumptive intractability of these two problems on a classical
machine. Given the current spread of public-key systems (especially RSA) and the increasing role
they are expected to play as electronic commerce over the Internet will grow, the feasibility of a
quantum computing device capable of executing Shor's algorithms would deliver a devastating blow
to public-key cryptography. We will sketch the main features of Shor's factorization algorithm in
the next section, in the more general context of quantum algorithms.

It appears that computing devices with quantum mechanical capabilities would render public-
key systems useless, bringing the problem of distributing cryptographic keys through insecure
communications channels back into attention. It turns out that the principles of quantum mechan-
ics, which reactivated the problem in the �rst place, are also able to solve it. The answer comes
from quantum cryptography, a discipline that has ourished initially independently of quantum
computing, but now as an integral part of it, since both depend on the same technology and the
same conceptual foundations.

4.4 Quantum key distribution

The birth of quantum cryptography may be assimilated with Stephen Wiesner's ideas in the late
1960s to use quantum mechanics in order to produce unforgeable money [180]. Although not very
practical, his ideas stimulated other researchers and eventually Bennett and Brassard [18] were
able to develop a protocol (generally referred to as BB84) for implementing a system of quantum
key distribution. Their method employed quantum mechanical principles to exchange secret keys
securely over public channels. So, unlike the public-key systems in use today, the unbreakability of
quantum key distribution seems to be guaranteed by the very laws of physics (quantum mechanics,
in this case).

The quantum key distribution scheme is amenable to any kind of physical realization, but pho-
ton polarizations o�er a convenient way to explain and implement it. Suppose Alice and Bob wish
to construct a key consisting of a random sequence of bits, known only to them, that they will
subsequently use to encrypt and decrypt messages between them, using any private-key algorithm.
Alice chooses a random set of bits that she encodes in either the rectilinear polarization (horizon-
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Figure 5: Quantum key distribution in the absence of eavesdropping.

tal/vertical) or the diagonal polarization (45�=135�). The choice of polarization orientation must
be random too (see Figure 5). Alice then sends the stream of photons (each carrying a bit of infor-
mation) to Bob over an open quantum communication channel. Upon receipt of the photons, it is
Bob's turn to choose an orientation for the device used to measure the direction of polarization of
the incoming photons. According to the choices made between rectilinear and diagonal polarization
measurement for each photon, Bob will extract a certain set of bits from the observed photons. In
the last step of their protocol, Alice and Bob enter into a public communication. Alice divulges the
polarizer orientations she used to encode the bits, while Bob informs Alice about the measurement
basis he used to decode each photon received. Those bits for which both have chosen the same
orientation will form their shared secret key. The others will simply be discarded. Note that the
exact sequence of bits exchanged between Alice and Bob is irrelevant, as in the end they, and only
they, come to learn the identity of a common subset of the bits, without having to reveal them to
each other or to the outside world.

The above scenario is only possible if the encoding, decoding and transmission steps are error-
free, and perhaps more important, there is no eavesdropping. If Eve, the prototypical eavesdropper,
intercepts the photons on their way from Alice to Bob and wishes to gain some information about
the secret key, she is forced to measure them, just as Bob would do. Unfortunately for her, the
principle of quantum mechanics regarding measurements is not on her side and the quantum state
of those photons for which Eve chooses an incorrect measurement basis will be inevitably disturbed.
After discarding the irrelevant bits, Alice and Bob can randomly test some of the remaining bits
to reveal the presence of any potential eavesdropper. For each bit tested, the probability of that
test revealing Eve's presence is 1=4. Thus, the probability of detecting eavesdropping can be made
arbitrarily close to 1, by testing a su�ciently large number of bits. Since the tested bits can no longer
be part of the key, there is a trade-o� here between the desired level of security and the amount
of quantum and classical communication required between Alice and Bob. Bennett and Brassard
have addressed this issue by proposing alternate methods of testing, like parity checking, which
leaves open the possibility for the set of bits involved in the test to still be included in the private
key. Quantum key distribution is a good example of a case where quantum mechanical postulates
seeming very restrictive and imposing severe limitations (like measurement and no-clonability, in
this case) can actually be used in a constructive way and have important practical applications.

4.4.1 Experimental demonstrations

The �rst practical demonstration of their quantum key distribution protocol was performed by
Bennett and Brassard in 1989 [19] over a distance of 32 cm. In spite of the insigni�cant distance,
the experiment was very important as it showed that quantum cryptography is viable, but it also
pointed out some di�culties. Trying to hide her presence behind the noise in the quantum channel
and the imperfections of Bob's photon detectors, a clever eavesdropper could choose to measure
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only some of the passing photons, according to the idea that partial information about the key is
better than no information. To cope with such low levels of eavesdropping, Bennett, Brassard and
Robert [22] have proposed the method of privacy ampli�cation, a mathematical technique based on
the principle of hashing functions that magni�es Eve's uncertainty over the �nal form of the key.
There is also an e�cient way of applying privacy ampli�cation to the problem of reducing string
oblivious transfer to bit oblivious transfer [39].

The ensuing rapid progress in quantum cryptography led to several experimental demonstrations
of quantum key distribution over tens of kilometers of �ber-optic cable [84, 105, 106, 133, 142, 108].
Townsend and Marand at British Telecom [133] have even managed to convey their cryptographic
signals alongside simulated telephone tra�c carried on the same �ber-optic cables. Taking things
one step closer to reality, Townsend also demonstrated how quantum keys could be securely dis-
tributed to many di�erent receivers over a passive �ber-optic network. Notable is also the error-
cancellation technique used by the team from University of Geneva [142].

However, using optical �bers as the transmission medium for photons has its limitations. Be-
cause the error rate increases with the length of the optical cable, quantum key distribution beyond
100 km is inconceivable today3. One proposed solution to the range limitation is to establish a
chain of keys between Alice and Bob, but this may leave the signals vulnerable at the repeater
stations. The distance limitation of cryptography could be lifted completely if genuine quantum
repeater stations based on teleporting quantum states could eventually be built.

Finally, another exciting possibility currently under exploration is to perform quantum key
distribution directly through the atmosphere using lasers and satellites, with no need for special
optical �bers. The main problem in this case is to combat the disturbances caused by atmospheric
turbulences and background radiation. The hope is that from a large number of raw bits exchanged,
a reasonable number of error-free key bits could be distilled. Although free-space experiments have
got further to go before they catch up with the �ber-optic demonstrations, progress along this path
has been achieved too. From 30 cm initially demonstrated by Bennett and collaborators in 1991
[17], gradual improvements have made possible free-space quantum key distribution over 10 km
during daylight and at night [109].

Thus, the remarkable experimental progress shown in quantum key distribution imposes quan-
tum cryptography as the most promising practical application of quantum information theory, at
least in the short term. Even at the current stage of development, quantum key distribution schemes
using �ber-optic technology are su�ciently advanced to "wire the �nancial district of any major
city" ([182] page 155). There is reason to believe that it will not take long before such technologies
will become commercially viable.

4.5 Quantum solutions to discreet decision problems

So far we have seen how quantum key distribution in conjunction with a guaranteed secure classical
cryptosystem (like the one-time pad, for instance) make practical classical communications as
secure as our current knowledge of physics allows. An important question is whether quantum
cryptography can have other applications beside quantum key distribution. Classical cryptography
is able to o�er solutions to a wide variety of situations classi�ed as discreet decision problems. In
these situations, discretion is vital to achieving agreements. Examples include negotiating arms
treaties, forming business partnerships and organizing mergers. These applications are amenable
to classical cryptographic solutions involving public-key systems, but as we have seen, they are
based on unproven assumptions about the di�culty of factoring large numbers and other related

3Note that conventional repeaters cannot be used due to the no-cloning theorem.
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problems. What quantum cryptographers were looking for, was a totally secure system, guaranteed
by the laws of physics.

Research in classical cryptography has shown that solutions to such discreet decision problems
can be constructed from basic cryptographic building blocks, like the notion of oblivious transfer
[154] or 1-out-of-2 oblivious transfer, an idea foreseen in a quantum guise by Stephen Wiesner [180].
Later, Claude Cr�epeau and Joe Kilian have demonstrated that oblivious transfer can be used as a
building block for solving two-party problems requiring discretion [58]. In turn, to provide totally
secure quantum oblivious transfer, one would need a secure form of bit commitment. Consequently,
much of the research e�ort in quantum cryptography in the early 1990's was devoted to �nding a
protocol for quantum bit commitment that is absolutely and provably secure. That result (known as
BCJL after the authors' names) was reported in 1993 [38] and became the foundation for numerous
applications in quantum cryptography, pertaining to discreet decision making.

The surprise came in 1995 when Dominic Mayers discovered how Alice could cheat in the BCJL
bit commitment protocol by using EPR particles [136]. Furthermore, he proved [137] that it would
be possible for Alice to cheat in any protocol for quantum bit commitment. An intuitive explanation
is that the information she sends Bob describing the safe for her bit must give nothing away about
the committed bit. Consequently, regardless of the particular bit commitment scheme employed,
the quantum states of the safe containing either 0 or 1 must be very similar (if not identical) since
otherwise Bob would be able to discern the di�erence and gain knowledge about the committed bit
prematurely. But the very fact that the two states are virtually the same gives Alice the possibility
to keep her options open and postpone her commitment for later on. Although in their 1996 review
paper of quantum cryptography, Brassard and Cr�epeau [37] argued that for the time being the
practical implications of the aw discovered in the quantum bit commitment protocol are minimal,
the weakness de�nitely a�ected the entire edi�ce of quantum cryptography built upon quantum bit
commitment.

4.6 Entanglement-based cryptography

However, analogue to the two-fold inuence of quantum mechanics upon cryptography, entangle-
ment can also be used in a bene�cial way, enhancing methods of key distribution. Inspired by EPR
experiments designed to test Bell's inequality, Artur Ekert thought of a way of using entangled pairs
for distributing cryptographic keys by quantum means [75]. In his scheme, Alice and Bob receive
entangled particles from a central source and perform independent measurements upon them. For
each measurement, the orientation is chosen at random among three possibilities. The presence of
any potential eavesdropper can be revealed when Alice and Bob publicly confront the results they
got for the measurements in which they adopted di�erent orientations. If the original EPR pairs
were untampered with, then the strength of their correlations must exceed anything that is possible
classically. These correlations will be disrupted if someone attempts to make measurements on the
particles, before they arrive at the legitimate receiver.

So the security of Ekert's quantum key distribution scheme rests exactly on the dismissal of the
hidden-variable theory. Eve's only hope is that entangled particles might carry hidden information
about how they will behave in subsequent measurements. But she cannot elicit any information
from the transiting particles simply because there is no information encoded there. The information
about the secret key has yet to come into being, once Alice and Bob perform their measurements.

Ekert's entanglement-based scheme also o�ers a couple of potential advantages over the original
single photon protocol invented by Bennett and Brassard. The �rst refers to the possibility of
storing cryptographic keys securely, while the second involves the issue of privacy ampli�cation.
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The limitations of the classical privacy ampli�cation based on hashing algorithms are overcome in
the quantum privacy ampli�cation technique, developed in 1996 by a group of researchers including
David Deutsch, Artur Ekert and Richard Jozsa [66]. The quantum procedure, which is applicable
only to entanglement-based quantum cryptography, can be repeatedly applied to impurely entan-
gled particles to cleanse them of any signs of tampering by Eve. The entanglement puri�cation

process is actually an extension of previously published work [21] and needs only some simple
quantum logic.

However, these advantages of entanglement-based cryptography are rather theoretical at the
moment because storing entangled particles is only possible for a fraction of a second as yet, and
entanglement puri�cation depends on quantum computational hardware that, although simple, has
yet to be built. This, of course, assuming that entanglement is indeed a real physical resource that
can be harnessed for our computation or communication purposes. Although Ekert and Rarity
[77] devised a plan for implementing a practical method of entanglement-based cryptography and
Nicholas Gisin's team in Geneva reported an experimental demonstration of quantum-correlations
over more than 10 kilometers [175], these results are nowhere near the remarkable progress achieved
by quantum key distributions using the original BB84 protocol, which is well within the capabilities
of current technology.

Work has also been carried out to develop e�cient cryptographic protocols based on noisy
channels [57] and, more recently, to comparatively assess the potentials of classical and quantum
protocols for key agreement in various situations [89, 90, 88].

5 Quantum algorithms

Quantum computing is a fundamentally novel paradigm with respect to both the "hardware" and
the "software" employed. The hardware in a quantum computer concerns the physical realization of
the qubits organized into a memory register and the quantum logic gates acting on them. Designing
a quantum algorithm to solve a certain problem boils down to the choice of the quantum gates, that
is unitary transformations, which, when chained together in a proper way, evolve the initial state
of the quantum memory register into the desired �nal state. Thus, we can say that the LOAD-
RUN-READ operational cycle characteristic to a classical computer is replaced by a PREPARE-
EVOLVE-MEASURE cycle in a quantum computer.

Quantum parallelism The "programming techniques" employed to achieve the desired evolution
are essentially di�erent from their classical counterparts. This is due to the necessity of playing
by the rules imposed by quantum mechanics, which severely restrict the applicability of classical
algorithmic design methods. The main feature of a quantum computer, used in any quantum
algorithm, is quantum parallelism. Quantum parallelism refers to the capability of a quantum
computer to evaluate a function f(x) for exponentially many di�erent values of x in the time it
takes a classical computer to evaluate the function for just one value. This is possible by loading the
memory register with a superposition of all possible input values x and then apply the appropriate
unitary transformation that will evolve this state into a superposition of all function values f(x).
The enormous potential of a quantum computer to outperform a classical machine lies in the
massive parallelism it o�ers "within a single piece of hardware", as Berthiaume and Brassard put
it [28].

Extracting the answer However, a direct observation of the quantum memory register will not
yield more information than is possible to obtain using a classical computer. Any measurement
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attempt will collapse the superposition and reveal only one of the answers, without even knowing
which one beforehand. Therefore, quantum parallelism alone does not justify all the trouble of
going into quantum computing. Additional techniques seem necessary in order to exploit quantum
parallelism and make a quantum computer useful. Fortunately, quantum mechanics has also the
resources to achieve this task: interference and entanglement. The heart of any quantum algorithm
is the way in which it manipulates entanglement and interference between various computational
paths, so that the �nal measurement will yield desired results with high probability. Generally, the
design of a quantum algorithm is focused on how interference can constructively recombine di�erent
alternatives in a superposition to strengthen the amplitude of solutions, while non-solutions will
interfere destructively, canceling each other. According to the speci�c technique employed to achieve
this sort of manipulation as well as their area of applicability, we can identify three main classes
of quantum algorithms which provide an advantage over known classical algorithms: quantum
algorithms based upon some kind of Fourier transform, quantum search algorithms and quantum
simulations.

5.1 Algorithms using quantum Fourier transforms

The discrete Fourier transform can be brought about in a quantum mechanical context by de�ning a
linear transformation on n qubits whose action on the computational basis states jji, 0 � j � 2n�1,
is described below:

jji QFT�! 1p
2n

2n�1X
j=0

e
2�ijk

2n jki: (8)

Expressing the e�ect of applying this Quantum Fourier Transform on a superposition of the com-
putational basis states, in the form

2n�1X
j=0

xjjji QFT�!
2n�1X
k=0

ykjki; (9)

corresponds to a vector notation for the usual discrete Fourier transform, in which the complex
numbers xj are transformed into the complex numbers yk.

5.1.1 Deutsch's algorithm

Under various forms, quantum Fourier transforms play an essential role in many algorithms, bring-
ing about the necessary interference in order to �nd common properties of all the values in a
superposition without having to reveal any of the individual values explicitly. The �rst algorithm
to exploit this idea was devised by David Deutsch as an example of how quantum parallelism backed
by interference can "beat" a classical computer [61]. Given a function f : f0; 1g ! f0; 1g Deutsch
presented a quantum algorithm able to compute f(0)� f(1) in a single evaluation of the function
f . Beside computing f(0) and f(1) in quantum parallel using a superposition of the two inputs,
Deutsch was able to encode the value of the function f(x) in a phase factor (�1)f(x). This, in turn,
enabled a quantum mechanical interference between the phase factors to reveal the desired joint
property of f(0) and f(1). It is important to note that Deutsch's algorithm can only answer the
question whether f(0) equals f(1) or not, without giving any information about either function
value individually.
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Figure 6: Quantum circuit implementing the Deutsch-Jozsa algorithm.

5.1.2 The Deutsch-Jozsa algorithm

Deutsch and Jozsa [67] generalized this problem to the n-bit case, allowing the domain of f to
be [0; 2n � 1] and determining whether f is constant for all values of x or perfectly balanced
between 0 and 1 in just one evaluation of the function f . The quantum circuit implementing the
general Deutsch-Jozsa algorithm is depicted in Figure 6. The Walsh-Hadamard transform H
n

is a generalization of the single-qubit Hadamard gate H and corresponds to n Hadamard gates
acting in parallel on n qubits. When applied to n qubits, all prepared in the j0i state, the Walsh-
Hadamard gate creates an equally weighted superposition of all integers in the range [0; 2n � 1].
This makes it widely used in the initial step of virtually any quantum algorithm. The application
of the Hadamard gate on the single qubit j1i gives the superposition 1=

p
2(j0i � j1i), responsible

for encoding the results of the function evaluation in the amplitude of the corresponding term in
the superposition state j	i:

j	i =
X

x1���xn

(�1)f(x1���xn)jx1 � � � xnip
2n

� j0i � j1ip
2

�
: (10)

In the �nal step of the computation, another Walsh-Hadamard gate acts on the �rst n qubits
interfering the terms in the superposition:

j	0i =
X

z1���zn

X
x1���xn

(�1)x1z1+���+xnzn+f(x1���xn)jz1 � � � zni
2n

� j0i � j1ip
2

�
: (11)

A closer look to the amplitude for the state j0i
n, namely
X

x2f0;1gn

(�1)f(x)
2n

shows that it is possible to discern whether f is constant or balanced by measuring the �rst n
qubits. If f is constant, then the above amplitude is +1 or �1 depending on the constant value
f(x) takes. However, in either case, all the other amplitudes must be zero because j	0i is of unit
length, by de�nition. Therefore, if the measured qubits are all 0, we know that f must be constant.
On the other hand, when f is balanced, the positive and negative contributions to the amplitude for
j0i
n cancel each other, giving an amplitude of zero. This means that at least one of the measured
qubits must yield a result of 1.

The original algorithms for Deutsch's problem and the Deutsch-Jozsa problem have been sub-
stantially improved subsequently by Cleve, Ekert, Macchiavello and Mosca [54]. The original
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algorithm of Deutsch, for example, only worked probabilistically, giving a meaningful answer only
half the time. The presentation above is based on the improved versions of these algorithms.

5.1.3 Instances of quantum Fourier transforms

Other researchers tried to extend the work of Deutsch and Jozsa by developing variants of their
balanced versus constant problem. Berthiaume and Brassard, for instance, studied the original
Deutsch-Jozsa problem in an oracle setting [28]. Dan Simon developed a variant that showed how
a quantum computer could e�ciently decide whether a function is 1-to-1 or 2-to-1 [165]. Although
only periodic 2-to-1 functions were allowed, the interesting thing about Simon's algorithm was that
for such functions it was able to pluck out their periodicity by exploiting a simple kind of Fourier
transform. But the �rst paper to explicitly show how Fourier transforms can be implemented on a
quantum computer belonged to Bernstein and Vazirani. In their paper about quantum complexity
theory [26] they also showed how to sample from the Fourier spectrum of a Boolean function on
n bits in polynomial time on a Quantum Turing Machine. Nevertheless, as it was later realized,
the essence of the Fourier transform idea was actually already hidden within the Deutsch-Jozsa
quantum algorithm solving the constant versus balanced problem. Indeed, the Walsh-Hadamard
transformation applied in the last step of the algorithm can be intuitively assimilated with a
quantum Fourier transformation which generates an interference between all computational paths.

5.1.4 Shor's factorization algorithm

All these developments progressively enlarged the scope of what was possible using quantum algo-
rithms, paving the way for the most spectacular result as yet, namely Peter Shor's algorithm for
factoring large integers and computing discrete logarithms e�ciently on a quantum computer [164].
Of great inspiration to Shor was the work of Dan Simon [165] and Bernstein and Vazirani [26]. As
a number theorist, Peter Shor was well aware of the relation between factoring a number n and
calculating the orders (or periods) of numbers modulo n. He was hoping to build upon Simon's
paper about �nding periodicities in 2-to-1 functions and devise an e�cient method to compute the
orders for functions of the form fx;n(a) = xa mod n. In classical complexity theory it has been
long known that �nding such orders when the modulus n gets very large is as hard as factoring
n. In the same paper that o�ered a polynomial-time algorithm for primality testing, Gary Miller
showed that the problem of �nding orders is computationally equivalent to the problem of factoring
integers [140]. But Shor was counting on the quantum Fourier transform to �nd orders e�ciently
using quantum mechanics. Once an even number period r is found for xa mod n by varying the
value of x, xr=2�1 and xr=2+1, respectively, have a good chance of sharing a common divisor with
n. A sketch of Shor's quantum algorithm for factoring integers is given below.

1. Set up a quantum memory register partitioned into Register 1 and Register 2. Load Register
1 with a superposition of all possible integers by means of a Walsh-Hadamard gate. Load
Register 2 with zeros.

2. Pick a random integer x which is coprime with n and evaluate the function xa mod n, in
quantum parallel, for all terms in the superposition, such that each number a in Register 1
is entangled with the corresponding result, placed in Register 2.

3. Observe the state of Register 2 to be some integer k. Because of the entanglement between
the two registers, this measurement will also have the e�ect of projecting out the state of
Register 1 to be a superposition of just those values of a such that xa mod n = k.
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4. Compute the Fourier transform of the post-measurement state of Register 1.

5. Measure the state of Register 1 to sample from the Fourier transform and obtain some multiple
of 2q=r, where q is the number of qubits in Register 1. Use a continued fraction technique to
determine the period r.

6. Obtain the factors of n by computing gcd(xr=2 � 1; n) and gcd(xr=2 + 1; n).

Analysis Note that Shor's algorithm is probabilistic. Several things can go wrong: the period
of f(a) = xa mod n is odd, the value sampled from the Fourier transform is not closed enough to
a multiple of 2q=r, the continued-fraction expansion yields a factor of r and not the period itself,
xr=2�1 or xr=2+1 is a multiple of n. Nevertheless, Shor showed that few repetitions of this algorithm
reveal a factor of n with high probability, thus providing a bounded probability polynomial time
algorithm for factoring numbers on a quantum computer. A condition for keeping the complexity
of the algorithm at a polynomial level was to devise an e�cient quantum implementation for the
Fourier transform in step 4. In his paper, Shor describes a way of constructing the quantum Fourier
transform with base 2m using only m(m+ 1)=2 gates. Subsequent work by Adriano Barenco and
colleagues at Oxford [9] showed that the circuit required for computing the QFT can be simpli�ed
by making certain approximations, thus even becoming computationally less demanding than the
procedure for calculating the powers stored in the second register in step 2.

There is also an important observation that has to be made about step 3 in the algorithm
described above. The possibility of a measurement made on the contents of the second register
before carrying out the Fourier transform was actually hinted at in a later paper [8]. In Shor's
original paper, he suggested making the measurement only after the Fourier transform on the
�rst register. This may look quite intriguing from a classical computational point of view, since
the values of the function f(a) = xa mod n computed in Register 2 seem not to be referred to
again. This apparent redundancy illustrates very well the di�erences between conventional and
quantum mechanical programming techniques and highlights some of the subtleties of working
with entanglement in superpositions. The entanglement between Register 1 and Register 2 ensures
that only those amplitudes corresponding to numbers a having the same image f(a) will be able to
interfere when the Fourier transform on Register 1 is invoked. The result will be a superposition
of Fourier transforms of a set of functions having the same period r, but which do not interfere
with each other. Therefore, the measurement in step 3 can be skipped entirely. More generally,
Bernstein and Vazirani [26] showed that measurements in the middle of an algorithm can always
be avoided.

Thus, Shor's quantum algorithm for factoring integers relies on quantum parallelism to create
a superposition of values of the periodic function fx;n(a), relies on entanglement and the Quantum
Fourier Transform to create the desired interference e�ect between solutions (integer multiples
of 1=r) and non-solutions (numbers that are not integer multiples of 1=r) and �nally relies on
measurement to project out a multiple of the inverse of the sought-after period r. The rest are
techniques from classical number theory. Another useful application of the quantum fast Fourier
transform was found by Abrams and Lloyd [1]. They managed to devise a new polynomial time
quantum algorithm that �nds eigenvalues and eigenvectors of certain matrices for which all known
classical algorithms require exponential time.

Generalization The usefulness of quantum Fourier transforms has prompted the development of
a generalized theory of quantum Fourier transforms involving some technical ideas from the theory
of �nite groups. This line of thought culminated in Kitaev's discovery of a method to solve the
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Abelian stabilizer problem [118] and the generalization to the hidden subgroup problem [98]. The
Deutsch-Jozsa algorithm, Shor's algorithms and related exponentially fast quantum algorithms can
all be viewed as special cases of this algorithm. It would be interesting to know whether

other problems of practical importance can be accommodated to �t this general frame-

work nicely.

Recently, steps have been taken to develop new techniques that are not based on quantum Fourier
transforms, but still provide an exponential algorithmic speed-up relative to a classical computer.
Childs et al. [47] show how the quantum walk model proposed in [79] can be exploited to construct
an oracular (i.e. black box) problem in which a graph whose structure is provided in the form of
an oracle can be traversed exponentially faster than is possible by any classical algorithm.

5.2 Quantum search algorithms

Another methodology to construct useful quantum algorithms is based on the idea to transform
a superposition quantum state in such a way as to amplify the values of interest at the expense
of the amplitudes of the other terms in the superposition. This will give the solutions a higher
probability of being measured in the end. The most representative exponent of this class is Grover's
unstructured search algorithm [94].

5.2.1 Grover's search algorithm

Formally, the unstructured search problem can be de�ned as �nding some x in a set of possible
solutions such that a certain statement P (x) is true. In addition, no assumption is to be used about
the structure of the search space and the statement P . As expected, Grover's algorithm relies
on the same quantum mechanical principles that give quantum algorithms in general the upper
hand over corresponding classical algorithms. We refer to quantum parallelism, entanglement and
interference, as can be seen from the description of Grover's algorithm given below.

1. Prepare two quantum registers, the �rst containing a superposition of all possible input values
xi 2 [0::2n � 1] and the second one set to 0.

2. Compute P (xi) in quantum parallel for all the values in the �rst register, creating a superposition
of results in the second one, which is now entangled with the �rst.

3. Repeat approximately �
4

p
2n times

3.1 Change the sign of the amplitude for the state xj such that P (xj) = 1.

3.2 Invert all the amplitudes about the average. This will increase the amplitude of the
target state, while all the other amplitudes will be diminished imperceptibly.

4. Read the result. If Register 2 is 1 (the value representing True), Register 1 will contain the
sought-after value x.

Analysis Clearly, the most important step in Grover's algorithm is the amplitude ampli�cation
operation performed in step 3. At the �rst glance, it might look surprising how we can change the
sign only for the target state without knowing it beforehand. However, if we evaluate the predicate
P by means of a gate array UP performing the transformation jx; bi �! jx; b�P (x)i, we can apply
UP to the superposition
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1p
2n

2n�1X
x=0

jxi

and choose b = 1=
p
2(j0i � j1i). This way, we will end up in a state where the sign of all x with

P (x) = 1 has been changed and b is unchanged. Grover also showed that the inversion about the
average can be accomplished e�ciently by decomposing it into O(n) elementary quantum gates
with the aid of the Walsh-Hadamard transform.

Grover's algorithm is another good opportunity to point out the fundamental di�erences be-
tween classical and quantum programming techniques. Many classical algorithms rely on inde�nite
repetitions of the same procedure to keep improving the results. In contrast, repeating a quantum
procedure may improve results only up to a certain point, after which the results will get worse
again. The reason is that quantum procedures are unitary transformations which can be interpreted
as rotations of the vector state in a complex space. Thus, the repeated application of a quantum
transform may rotate the initial state closer and closer to the target state, eventually getting past
it farther and farther away. Therefore, the optimal number of iterations of a quantum procedure is
an important design issue. Boyer et al. [36], who provide a detailed analysis of Grover's algorithm,
show that for a single solution x0 such that P (x0) is true,

�
8

p
2n iterations of step 3 above will

bring the failure rate to 0:5. After another �
8

p
2n iterations, the failure rate will drop to 1=2n. If

we keep iterating for another �
4

p
2n times though, the �nal measurement is almost guaranteed to

give us a non-solution.
The number of repetitions of step 3 also determines the complexity of Grover's algorithm. It

follows that on a quantum computer, the unstructured search problem can be solved with bounded
probability of error within O(

p
N) evaluations of P , where N is the size of the search space. This

represents only a quadratic speed-up relative to the best possible classical algorithm, which is far
less impressive than the exponential speed-up achieved by Shor's factoring algorithm, for example.
Still, the importance of quantum search algorithms is justi�ed by the fact that searching heuristics
have a wider range of applications than problems solved using the quantum Fourier transform and
if adaptations of the quantum search algorithm are also taken into account, the range of problems
that can bene�t from them is even broader.

Extensions Biron et al. [31] showed how Grover's search technique can be used with arbitrary
initial amplitude distributions, while still maintaining the overall O(

p
N) complexity. This means

that Grover's algorithm can be used as a subroutine in other quantum computations. Grover's
algorithm has also been combined with Shor's algorithm in order to perform quantum counting,
that is to determine the number of solutions and the optimal number of iterations [40]. Thus, if
the search space contains S solutions, then a quantum computer takes only O(

p
N=S) steps to

�nd one of them. Grover himself extended his algorithm in two ways: to show that certain search
problems that classically run in O(logN) can be solved in constant time on a quantum computer,
and to achieve quadratic speed-up for other non-search problems such as computing the mean and
median of a function [95]. The intrinsic robustness of Grover's quantum search algorithm in the
presence of noise is evaluated in [149].

5.2.2 Heuristic quantum search algorithms

For completely unstructured searches, Grover's algorithm is optimal [16, 36, 186]. However, there
are also search problems, like constraint satisfaction problems such as 3-SAT or graph colorability,
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Figure 7: Lattice of variable assignments.

in which information about the search space and statement P can be exploited for heuristic algo-
rithms that yield e�cient solutions for some problem instances. The techniques of Grover's search
algorithm can be used to construct quantum analogs with quadratic speed-up to classical heuristic
searches [46, 40]. But there is also hope that for certain structured problems a speed-up greater
than quadratic is possible by using speci�c properties of quantum computation to exploit prob-
lem structure and not just merely construct quantum implementations of the classical algorithms.
The work of Tad Hogg is representative for this approach [99, 100, 101, 102]. He has developed
heuristic quantum search algorithms that exploit the inherent structure of constraint satisfaction
problems in a distinctly non-classical way, which uses unique properties of quantum computation,
like interference.

Constraint satisfaction problems Solutions to a generic constraint satisfaction problem lie in
the space of assignments of m di�erent values to n variables such that a set of l constraints are
satis�ed. Such a search space harbors a natural structure taking the form of a lattice given by
set containment. Figure 7 shows the lattice structure formed in the assignment space spanned by
two variables taking two possible values: 0 and 1. The sets in this lattice can be put in one-to-one
correspondence with the standard basis vectors for a four-qubit quantum state space, such that a 1
in the binary sequence representing a basis vector corresponds to inclusion, while a 0 corresponds
to exclusion of the respective element (variable assignment). The result will be a lattice of variable
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|1110> |1101> |1011> |0111>
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|1000> |0100> |0010> |0001>

|0000>

Figure 8: Lattice of variable assignments in ket form.

assignments in ket form, depicted in Figure 8.

Moving the amplitude up Hogg's idea is to start with a single initial amplitude concentrated
in the j0 � � � 0i state and then iteratively move amplitude up the lattice, from sets to supersets and
away from "bad sets" (i.e. sets that violate the constraints). Note the interesting particularity of
this algorithm, to start di�erently from all the quantum algorithms presented so far (Deutsch-Jozsa,
Shor's, Grover's) which all begin by computing a function on a superposition of all the input values
at once.

Hogg devised two methods for moving the amplitude up the lattice [99, 100] by constructing a
unitary matrix which maximizes the movement of amplitude from a set to its supersets. For moving
the amplitude away from bad sets, Hogg suggests a general technique based on adjusting the phases
of the bad sets and using interference to decrease the amplitude of sets that have bad subsets (due
to cancellations), while the amplitude of good subsets will add to increase the amplitude of the
encompassing superset. Depending on the particular problem to be solved, the choice of di�erent
policies for manipulating the phase changes will result in di�erent cancellations obtained. The
technique exploits the property that if a state violates a constraint, then so do all states above it
in the lattice.

E�ciency The problem with Hogg's algorithms is one shared by heuristic algorithms in general.
The use of problem structure is complicated enough not to allow for an accurate estimation of
the probability of obtaining a solution from a single execution of the algorithm. Therefore, it is
di�cult to analyze the e�ciency of Hogg's quantum search heuristics. The e�ciency of classical
heuristic algorithms is estimated by empirically testing the algorithm. Since a practical quantum
computer on which Hogg's algorithms could be tested was not yet built (nor will it be in the near
future), all we can do is simulate his quantum algorithms on a classical computer. Unfortunately,
this incurs an exponential slowdown, thus making it feasible only on small cases. From the few
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small experiments that have been done, the guess is that Hogg's algorithms are more e�cient than
Grover's algorithm applied to structured search problems, though the speed-up is likely to be only
polynomial. Even so, for the computationally di�cult problems to which they can be applied, a
small polynomial speed-up on average is of signi�cant practical interest.

5.3 Quantum simulations

If practical quantum computers will ever become a reality, then a class of tasks at which they could
naturally outperform any classical machine is simulating quantum mechanical systems occurring
in Nature. As the size (number of constituents) of a quantum system increases, the number of
variables required to describe the state of the system grows exponentially. So, in order to store the
quantum state of a system with n distinct components, a classical computer would need some cn

bits of memory, with the constant c depending upon the system being simulated and the desired
accuracy of the simulation. Furthermore, calculating its evolution over time would require the
manipulation of a huge matrix, involving cn � cn bits. On the other hand, a machine that worked
by quantum means would intrinsically make a much more e�cient simulator, requiring only a linear
number of qubits. This is also the reason for which e�cient simulations of a quantum computer on
a classical machine are not known to exist.

Feynman was the �rst to hint at the idea that rich and complex dynamical evolutions of some
quantum systems could be simulated resorting only to simple local interactions [80]. Feynman's
idea was re�ned by Lloyd, who showed in 1996 that the logical operations available on a quantum
computer could be marshaled to simulate the behavior of virtually any quantum system whose
dynamics is determined by local interactions [129]. However, the problem of obtaining the desired
information about the simulated quantum system from the information hidden in the wavefunction
characterizing its state still remains. Thus, a crucial step in making quantum simulations useful is
the development of systematic means by which desired answers can be e�ciently extracted. As we
have already seen, direct observation (measurement) is of little help due to the irretrievable loss of
information incurred by the collapse of the wavefunction.

The impact of obtaining faster and more accurate simulations of systems in which quantum
phenomena are important may materialize in signi�cant advances in those �elds. We enumerate
here some of the areas that would bene�t from such e�cient simulations: molecular chemistry with
direct applications in pharmaceutical industry, studying the behavior of liquids and gases, gaining
insights about the nature of forces governing the behavior of nuclear particles, verifying the strength
of various theories trying to explain superconductivity, especially at "high" temperatures. As Lloyd
has noted, it might even be possible for quantum simulations to take advantage of a greater range
of quantum hardware. Thus, for instance, decoherence, instead of being a liability and spend
e�ort trying to neutralize its e�ects, could be turned to our advantage by using it to replicate the
interaction of the simulated system with its environment. Finally, quantum simulation algorithms
could also be employed as a general method to obtain insight into other quantum algorithms.

Shape of quantum circuits We are going to conclude this review of quantum algorithms with
a general observation about the shape of the quantum circuits implementing them. As it became
apparent with the unifying work of Richard Cleve, Artur Ekert and colleagues [54], quantum al-
gorithms tend to have a rather similar structure. The quantum circuits used to describe their
operation usually have a speci�c (problem dependent) unitary transformation in the middle, sand-
wiched between Hadamard or Fourier transforms. It would be interesting to know whether

more or less all quantum circuits will take this form. A positive answer to this question
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|a>|a>

Figure 9: Quantum To�oli (controlled-controlled-NOT) gate.

may induce the feeling that this structure o�ers only a rather limited range of opportunities.

6 Quantum complexity

Similar to classical complexity theory, quantum complexity theory is concerned with classifying the
di�culty of various computational problems, grouping them into complexity classes according to
the spatial (memory) and time resources needed by a quantum computer to solve those problems.
Naturally, in this endeavor, of great interest is to compare the relative powers of the classical model
of computation (represented by the Universal Turing Machine, for example) and the computational
model based on quantum mechanics.

In the previous section, several examples of quantum algorithms were presented which per-
form better than any known classical algorithm confronted with the same computational problem.
But are quantum computers strictly more powerful than classical ones? Are there

computational tasks which can be e�ciently solved quantum-mechanically and yet no

Turing machine is able to tackle them e�ciently? The answers to these questions is not
known, despite the suspicions fostered by examples such as factoring, which suggest that the above
questions can be answered in the a�rmative. As a matter of fact, the initial excitement caused
by an eventual positive answer has been tempered lately by some complexity theorists who now
ask: "How long until we can prove in the general case that a tight upper bound for

quantum performance speedups is quadratic?" [83]. This section is intended to o�er a map
containing the most important milestones in the development of quantum complexity theory.

6.1 Reversibility

The �rst step in evaluating the computational power of a quantum computer was to determine
whether we can simulate a classical logic circuit using a quantum circuit. Bennett showed that
any classical circuit can be converted into an equivalent reversible circuit, and moreover, that this
conversion can be done e�ciently [15]. One way to achieve this is to make use of a reversible gate
known as the To�oli gate, which is universal for classical computation and can be used as a basic
building block in constructing reversible circuit models of computation [85]. Since the To�oli gate
is reversible (its inverse is itself), it can also be implemented as a quantum logic gate, depicted in
Figure 9. Following its operation rules, the To�oli gate can be seen as a controlled-controlled-NOT
gate. Thus, we can immediately conclude that a quantum computer is at least as powerful as a
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classical deterministic computer. Furthermore, quantum computers are also capable of performing
any computation which a classical probabilistic computer may do by using a Hadamard gate to
produce random fair coin tosses.

6.2 Quantum Turing Machines

In order to be able to prove theorems about further capabilities of quantum computers, researchers
in quantum complexity theory tried to capture the essential features and principles underlying
quantum computation into an abstract model, free of any particular implementation details. Since
the Turing machine has proved to be the most inuential among all models of classical computation,
much of the research e�ort was focused on de�ning a quantum analogue of the Turing machine.

Charles Bennett had already shown in 1973 that a reversible Turing machine was a theoretical
possibility [15]. Then, Paul Benio� realized the similarity between the operation of a reversible Tur-
ing machine and the dynamical evolution of an isolated quantum system, governed by the unitary
evolution of the Hamiltonian in Schr�odinger's equation. Thus, he devised a hypothetical quantum
machine (system) whose evolution over time mimicked the actions of a classical reversible Turing
machine [13]. However, Benio�'s quantum mechanical implementation of a Turing machine did
not incorporate any of the features responsible for the computational power attributed to quantum
computers, such as superposition, interference and entanglement. For this reason, Benio�'s design
can do no more than a classical reversible Turing machine.

Although Feynman began by trying to simulate quantum systems on classical machines [80]
(which is the opposite of what Benio� did), he also investigated the feasibility of a quantum
mechanical computer based on a model of reversible computation developed by To�oli and Fredkin
[85]. His conclusion was that "the laws of physics present no barrier to reducing the size of computers
until bits are the size of atoms, and quantum behavior holds dominant sway" [81]. Despite the fact
that Feynman's model was an advance over Benio�'s machine, it appears that its capabilities are
also limited to mimic the operations of a general purpose computer, with no references to simulating
quantum mechanics being made.

The �rst true quantum Turing machine (QTM) capable of exploiting genuine quantum me-
chanical e�ects was devised by David Deutsch in 1985 [61]. It called for a quantum mechanical
processor responsible for controlling the read, write and shift operations performed by the head
through quantum mechanical interactions. For each internal state in which the head can exist, the
action of the QTM is speci�ed by a set of quantum control rules taking the form of a Hamiltonian
operator that specify the probability amplitude for the occurrence of all allowed state-to-state tran-
sitions. Deutsch's quantum computer also makes use of an in�nitely long tape, on which both the
program and the input data would be stored. De�ning such an abstract quantum Turing machine
was a key step in making it possible to study the computational power of quantum computers.
It gave researchers in the �eld an important tool to address fundamental issues like universality,
computability, provability and complexity.

6.3 Universality

The question of universality concerns whether a given machine can simulate all others and how
e�ciently can it do this. David Deutsch showed that it was possible to devise a Universal Quantum
Turing Machine, but the simulation overhead was exponential in the running time of the simulated
Turing Machine in the worst case. The e�ciency of Deutsch's universal simulator for quantum
Turing machines was improved by Bernstein and Vazirani [26] who were able to prove the existence
of a Universal Quantum Turing Machine whose simulation overhead is polynomially bounded.
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But quantum information theory and universality are also connected in a subtle and therefore
unexpected way. The example presented in [143] shows that only a parallel approach can succeed
in distinguishing between entangled quantum states. This result implies that no machine exists
capable of simulating all possible computations. The notion of a Universal Computer is consequently
a myth.

6.4 Computability

In terms of computability, we have already seen that anything computable by a classical computer
is also computable by a quantum computer. But is the inverse of this statement also true? It is
not di�cult to envisage a classical Turing machine that simulates an arbitrary quantum circuit,
if one does not care about e�ciency. The simulation in [14] requires space, and therefore time,
exponential in the number of qubits in the quantum circuit. Bernstein and Vazirani [26] have given
a simulation that takes polynomial space, but exponential time. The lack of an e�cient classical
simulation of a quantum computer induced the idea that a quantum computing machine may be
inherently faster. However, no one has been able to prove that such an e�cient simulation

does not exist.
So when it comes to the continuous evolution, described by Schr�odinger's equation, of a quantum

system, it seems that a quantum computer is no more powerful (with respect to computability)
than a classical Turing machine. Nonetheless, a measurement operation causes the system to
undergo a sudden, discontinuous transformation in which a superposed state will collapse onto one
of the basis states. The outcome of the measurement depends on the probabilities given by the
amplitudes of the components in the wave function. This intrinsic non-determinism in the behavior
of any observed quantum system can only be faked by a classical machine through the use of a
pseudo-random number generator. This observation led Deutsch to the conclusion that the notion
of computability depends not on mathematical ideas about the nature of algorithms, but on the
computational capabilities of physical systems. His point of view is reinforced by Rolf Landauer
who stresses that information is a physical quantity: "Information is inevitably represented by real
physical entities and is therefore tied to the laws of physics." (in [42] page 116). Consequently,
Deutsch proposed the reformulation of the Church-Turing thesis in physical terms. In his book
"The Fabric of Reality" he gives the following articulation of what he called the Turing principle:
"There exists an abstract universal computer whose repertoire includes any computation that any
physical possible object can perform." ([63] page 132).

There are also some theoretical results that seem to hint at the idea that quantum devices may
be strictly more powerful than classical machines [44, 45]. These results refer to computations
performed through quantum means that go beyond Turing's barrier. Calude and Pavlov show how
a mathematical quantum device, which encodes the whole data into an in�nite superposition, can
be constructed to solve the Halting Problem [45]. Although their \halting machine" may not be of
practical interest, the theoretical breakthrough is certainly important.

6.5 Provability

Long before quantum mechanics was suspected of enhancing the computational capabilities of
classical Turing machines, G�odel showed that truth and provability are distinct concepts in any
su�ciently strong formal system. Physics (and quantum mechanics in particular) makes no excep-
tion, since as a mathematical science it is treated formally. The introduction of quantum computers
brings another interesting di�erentiation between the ability to prove and the ability to provide
the proof trace. In principle, a QTM could be used to create some proof that relied upon quantum
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mechanical interference among all the computational paths pursued in parallel in a superposition.
We can measure the �nal state of the QTM in order to �nd an answer to our conjecture, but there
is no way to record the intermediate steps of the proof without invariably disrupt its future course.

6.6 Complexity

Unlike computability, who tries to clearly distinguish between problems that computers can and
cannot do, complexity focuses on the e�ciency with which an answer to a solvable problem is
computed. In other words, complexity quanti�es how the memory and time resources scale with
problem size. From the complexity point of view, the most interesting open question is

whether a QTM can make all NP problems tractable, since many of these problems have
very practical applications, but are computationally hard to solve.

Quantum Turing Machines can be thought of as quantum mechanical generalizations of prob-
abilistic Turing machines (PTM). The key di�erence though is that in a PTM only one particular
computational trajectory is followed (even if it's non-deterministic), while in a QTM all possible
computational trajectories are pursued simultaneously, leading to a superposition of the achievable
states and allowing complex phenomena, like quantum mechanical interference to take place. To
support this behavior, each cell of the QTM's tape must be able to encode a blend of 0 and 1 simul-
taneously. Furthermore, the tape as a whole can exist in highly non-classical states, with di�erent
parts of it becoming entangled together as the computational process progresses. The head of the
machine can also be in a spatial superposition state, because in order to be able to follow multiple
computational paths simultaneously, the head must have the capacity to be at several locations at
the same time.

These capabilities allowed the development of a new technique, which Deutsch called quantum

parallelism, and which proved to be useful in computing some joint properties of all the outputs
of a function faster than a classical Turing machine [61]. However, with respect to mere function
calculation, Deutsch proved that QTMs have the same complexity class as TMs. Jozsa analyzed
the power of quantum parallelism, giving a mathematical characterization for the classes of joint
properties that can and cannot be computed by quantum parallelism [112].

6.6.1 QTM vs. DTM

Deutsch and Jozsa exhibited for the �rst time an example in which the QTM is exponentially faster
than a deterministic Turing machine (DTM) [67]. Their quantum algorithm distinguishing between
constant and balanced functions needs only one evaluation of the function, simultaneously on all
possible inputs, while the classical machine has no other choice but to compute all function values
sequentially and then counting the two possible outputs to see whether they balance. Despite its
impressive speedup, the Deutsch-Jozsa algorithm is of no practical importance, having no known
applications. Furthermore, the problem is also easy for a PTM, who can solve it very quickly with
high probability. Therefore, the race was now on to �nd a problem for which a QTM could beat
both a DTM and a PTM.

6.6.2 Quantum complexity classes

Deutsch and Jozsa were also the �rst to propose the use of quantum complexity classes to capture
the di�culty of solving speci�c problems on quantum models of computation. Thus, in analogy
with the classical classes P , ZPP (Zero error Probability in Polynomial time), and BPP (Bounded
error Probability in Polynomial time) we have the quantum classes QP , ZQP and BQP . These

37



mean that a problem can be solved with certainty in worst-case polynomial time, with certainty in
average-case polynomial time, and with probability greater than 2=3 in worst-case polynomial time,
respectively, by a quantum Turing machine. The work of Yao [185] who showed that complexity
theory for quantum circuits matches that of QTMs legitimizes the study of quantum circuits, which
are simpler to design and analyze than QTMs. Thus, the running time of a quantum algorithm is
usually expressed as a function of the number of elementary operations, that is, elementary unitary
transformations (quantum gates) that have to be applied to the initial state in order to evolve it
into the �nal state from which the answer can be extracted through measurement.

6.6.3 QTM vs. PTM

The �rst hint that QTMs might be more powerful than PTMs was given by Bernstein and Vazi-
rani, who showed how to sample from the Fourier spectrum of any Boolean function on n bits in
polynomial time on a QTM [26]. No algorithm was known to replicate this result on a PTM. Then,
Berthiaume and Brassard were able to construct an oracle, relative to which a decision problem
exists that could be solved with certainty in polynomial time in the worst case on a quantum com-
puter, but could not be solved classically in probabilistic expected polynomial time, if errors were
not tolerated [28]. In the same paper, they also show that there is a decision problem solvable in
exponential time on a QTM and in double exponential time on all but �nitely many instances on
any DTM. These two results, besides being a victory of quantum computers over classical machines
(deterministic or probabilistic) also prove that the power of quantum computation cannot simply
be ascribed to the indeterminism inherent in quantum theory.

Further evidence that QTMs are more powerful than PTMs was brought by Bernstein and
Vazirani [26] who showed that there exist oracles under which there are problems belonging to
BQP but not BPP . Moreover, Simon managed to prove the stronger result that there exists an
oracle relative to which BQP cannot even be simulated by a PTM allowed to run for an exponential
number of steps [165].

Unfortunately, all these results share the same drawbacks as Deutsch-Jozsa algorithm. In the
�rst place, they are relativized results, so they do not break any major ground in terms of compu-
tational complexity. Note, in this context, that the quantum circuitry responsible for computing
the function f in the Deutsch-Jozsa algorithm can also be assimilated with a black box or oracle.
Secondly, they generally are contrived problems, de�ned with a speci�c theoretical purpose in mind
and do not o�er practical applications. The development of Shor's algorithms for factoring integers
and computing discrete logarithms was important especially from this point of view. Although
they were not the �rst quantum algorithms achieving an exponential speed-up relative to the corre-
sponding best known classical algorithms, they sure have the potential to deliver a devastating blow
to the security of currently used cryptographic codes. As for the �rst observation above, despite
the fact that they do not rely on the existence of any oracle, they still fail to ful�ll the dream
of solving all NP problems e�ciently. The reason is that neither factoring nor computing

discrete logarithms is known to be NP -complete, in spite of the general belief that

they are not in P .

6.6.4 Quantum versus classical complexity classes

The relative power of quantum computers with respect to classical ones can be couched in the
relationships between classical and quantum complexity classes. The lack of a precise answer to
the alleged superiority of quantum computation is also reected in the di�culty to place quantum
complexity classes among classical ones. Few such universal (unrelativized) results have been proven
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Figure 10: Relationships between quantum and classical complexity classes.

so far. Naturally, the class BQP attracts most interest, being considered, even more so than QP ,
the class of all computational problems which can be solved e�ciently on a quantum computer.
Shor's algorithms, for instance, belong to BQP , while it is not known whether they are also in
BPP or not. So, exactly where BQP �ts with respect to P , BPP , NP and PSPACE is as yet
unknown. What is known is that BPP � BQP (that is, quantum computers can e�ciently solve
all the problems that are tractable for a PTM) and BQP � PSPACE (there are no problems
outside of PSPACE which quantum computers can solve e�ciently) [26]. Consequently, from
P � BPP � BQP � PSPACE we can see that BQP lies somewhere between P and PSPACE
(see Figure 10). Thus, we know for sure that BQP contains all of P and BPP , but whether it
also contains some problems in PSPACE that are not in NP , for example, remains an

open question.
The di�culty to settle these issues comes in part from unsolved classical complexity problems,

like the question whether PSPACE is strictly bigger than P . Note the important inter-
dependence between quantum complexity issues and classical complexity theory. If some day,

quantum computers will be proved to be strictly more powerful than classical com-

puters (that is, BPP � BQP ) then it will follow that P is not equal to PSPACE. Many
researchers have unsuccessfully attempted to prove this latter result, which is an indication that it
may be quite non-trivial to prove the strict superiority of quantum computers over classical ones,
despite some evidence in favor of this proposition.

6.6.5 Quantum speed-up

The important change in the attitude of quantum complexity theorists relative to the speed-up
gained by quantum computers when dealing with NP -complete problems is also of great relevance
to the task of identifying those problems that are best suited for enabling a quick quantum solution.
The discovery of fast quantum algorithms for factoring and computing discrete logarithms has raised
great hopes for the development of an e�cient way to tackle all NP problems through quantum

39



means. One approach pursued by some researchers exploits the special structure that NP -complete
problems share, allowing complete solutions to be assembled out of smaller, partial solutions [183].
Grover, together with Cerf and Williams, employed the amplitude ampli�cation technique from his
unstructured quantum search algorithm to perform a search in a tree structure [46]. The algorithm
works by nesting a quantum search in the middle of the tree with another in the fringe, in order to
bias the search in the fringe of the tree in favor of only the extensions of the partial solutions. For
an NP -complete problem that takes Nx steps classically, this quantum-mechanical approach will
reduce the number of steps to roughly

p
Nx, where x < 1 depends on the degree of constrainedness

of the problem. While still far from an exponential speed-up, this result may nevertheless be of
practical interest.

Little by little, people realized that in many cases an exponential increase in e�ciency, due to
the use of quantum techniques of computation, is not possible. Beals et al. [10] proved bounds
on the e�ciency of quantum computers relative to classical deterministic computers for several
computational problems. In many cases, if the quantum machine takes N steps, then the classical
one takes at most O(N6) steps. Finally, Bennett, Bernstein, Brassard and Vazirani [16] have
concluded that treating the circuitry relating to an NP -complete problem as an oracle and trying
to use some form of quantum parallelism to search in parallel through all the possible solutions to
the problem will not improve on the speed of Grover's algorithm. Although this result does

not prove that NP cannot be contained in BQP , it does establish the fact that there is
no intrinsic property of quantum computation that will function like a black box to solve NP -
complete problems. And since Grover's search algorithm was proved to be optimal, the current

belief is that the quadratic improvement may be the best we can get out of a quantum

computer in these kinds of tasks [158].
We should not forget, however, that Grover's algorithm is optimal for an unstructured search

space and that deeper structures may exist, which can be exploited easier using the set of tools
provided by quantum computation, to yield a polynomial running time solution. This observation
can be made compatible with the conjectured quadratic tight upper bound on the speed-up provided
by quantum computers on NP -complete problems, only if we assume that problems like factoring
do not belong to this category. There are two interesting implications of this hypothesis. First,
it should reinforce the justi�cation for the e�orts devoted to showing that factoring is tractable
even through classical means of computation, for otherwise where would this problem stand? In
the second place, a question arises whether similar complex or well disguised structures

exist in other problems, that prevented an e�cient classical solution to be discovered

so far, and yet clever quantum algorithms may be able to exploit them in order to

produce a quick solution.

7 Quantum error correction

As the �eld of quantum computation and quantum information was developing, a huge gap opened
up between theory and experiment. While theorists were racing ahead to devise novel applications
for idealized quantum machines endowed with thousands of gates, experiment has barely got beyond
the stage of building a single quantum gate. The extreme fragility of quantum states makes it very
di�cult to maintain their coherence in order to perform useful computations.

A challenging task The task of running a quantum computer at a reasonable degree of accuracy
is much more challenging than in the case of a digital computer. Digital information is much easier to
protect against errors than the analog information implied by the continuous variables describing an
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arbitrary quantum state. The laws of quantum mechanics prevent, in general, a direct application
of the classical error-correction techniques. We cannot inspect (measure) at leisure the state of a
quantum memory register to check whether an ongoing computation is not o� track without the risk
of altering the intended course of the computation. Moreover, because of the no-cloning theorem,
quantum information cannot be ampli�ed in the same way digital signals can. So it is no surprise
that many researchers initially doubted the feasibility of quantum computers [125, 177]. Since
then, research e�orts have managed to demonstrate that dealing with errors in quantum states is
possible, at least from the theoretical point of view, making from quantum error correction one of
the most active research areas in quantum computation and quantum information.

7.1 Quantum errors

The decoherence problems responsible for the alteration of quantum states occur because keeping
a quantum system isolated from its environment is virtually impossible. Therefore, over time, the
quantum system tends to couple with the environment, causing quantum information to leak out.
The simplest idea to avoid such a scenario is to perform the useful quantum computation before
major external errors may occur. Errors that describe the result of a quantum system coupling
to the environment are termed external, as opposed to internal errors, which arise when the input
state is not prepared exactly as we intended or when the architecture of the quantum computer is
not exactly correct. Fortunately, in the case of internal errors, Wojciech Zurek found that input
errors do not grow with time and that architectural errors determine an error in the computation,
which is proportional to the square of the size of the error [187]. Both of these types of internal
errors grow much more slowly in a quantum computer than in a classical computer, so the real
concern remains eluding the external errors.

The two processes mainly responsible for inducing external errors are dissipation and decoher-

ence. A dissipative error process usually causes a qubit to ip by losing energy to its environment.
The loss of coherence, on the other hand, is a much more subtle process. It a�ects the phase of
a qubit, a pure quantum mechanical (that is, non-classical) feature, undetectable through direct
measurement. The entanglement between the state of a quantum memory register and the state
of its environment tends to randomize the relative phases of the possible states of the memory
register. The immediate consequence is the annihilation of the interference e�ects, a powerful tool
used in any genuine quantum computation. Decoherence4 is very problematic because of the speed
with which it occurs, allowing little time for a useful quantum evolution before classical behavior
e�ects take over. Joos has estimated the coherence time of di�erent-sized systems under various
environments [111]. His analysis shows that coherence time is most a�ected by temperature and
interactions with surrounding gas particles. DiVincenzo also tried to give an estimation for the
maximal number of computational steps that can be performed without losing coherence, but from
the point of view of the possible \materials" used for the physical realization of a qubit [71].

Trying to choose the best suited materials for the components of a quantum computer that is
to be operated at low temperatures and in vacuum represents the passive alternative in managing
decoherence. Although this may be enough for certain tasks, a general-purpose quantum com-
puter will necessarily require a more active approach in undoing whatever errors may arise during
the computation. Correcting quantum errors certainly requires much more ingenuity than �xing
classical bits, but the basic idea of using redundancy is still useful.

4The term \decoherence" is sometimes used to denote the alteration of a quantum state in general. Hopefully,

the context in which it is used can always eliminate any possible ambiguity.
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7.2 Error correction via symmetrization

The technique called error correction via symmetrization [29, 6] is yet another example of how
the duality of quantum-mechanical laws can be exploited for the bene�t of quantum computation.
Although the measurement postulate severely restricts us in recycling techniques from classical error
correction, it can still o�er conceptually new ways of achieving error correction that are simply
unavailable to classical computers. Error correction via symmetrization relies on the projective
e�ect of measurements to do the job. The technique uses n quantum computers, each performing
the same computation. Provided no errors occur, the joint state of the n computers is a symmetric
one, lying somewhere in the small symmetric subspace of the entire possible Hilbert space. Devising
a clever measurement that projects the joint state back into the symmetric subspace should be able
to undo possible errors, without even knowing what the error is.

To achieve this, the n quantum computers need to be carefully entangled with a set of ancilla
qubits placed in a superposition representing all possible permutations of n objects. In this way,
the computation can be performed over all permutations of the computers simultaneously. Then,
by measuring the ancilla qubits, the joint state of the n computers can be projected back into
just the symmetric computational subspace, without the errors being measured explicitly. Peres
has shown that this technique is most appropriate for correcting several qubits that are slightly
wrong, rather than correcting a single qubit that is terribly wrong [150]. Error correction via
symmetrization can be applied repeatedly, at regular time intervals, to avoid the accumulation of
large errors and continually project the computation back into its symmetric subspace. Although
the symmetrization algorithm is cumbersome and unattractive from the practical point of view, due
to its low e�ciency, it has nevertheless the important theoretical merit of proving that quantum
error correction is, in principle, possible. Later on, it was even shown how the algorithm could be
employed to improve frequency standards and the accuracy of atomic clocks [104].

7.3 Error-correcting codes

However, sudden large errors, like those induced by spontaneous emission, for example, require a
di�erent error-correction strategy based on the use of quantum error-correcting codes. Like in the
classical case, the information contained in a qubit is spread out over several qubits so that damage
to any one of them will not inuence the outcome of the computation. In the quantum case, though,
the encoding of the logical qubit is achieved through the use of speci�c resources, by entangling
the logical qubit with several ancilla qubits. In this way, the information in the state of the qubit
to be protected is spread among the correlations characterizing an entangled state. Paradoxically
enough, entanglement with the environment can be fought back using quantum error-correcting
codes based on entanglement [152].

Peter Shor's second major contribution to the advancement of quantum computation was the
creation in 1995 of an algorithm that could correct any kind of error (amplitude and/or phase
errors) a�ecting a single qubit in a 9-qubit code [162]. In a di�erent approach, Steane studied
the interference properties of multiple particle entangled states and managed to devise a shorter,
7-qubit code [168]. The number of qubits necessary for a perfect recovery from a single error was
later squeezed down to a minimum of �ve [24, 124].

Naturally, in order to cope with more than one error at a time, it is necessary to use larger and
more elaborate codes. The construction of all these codes is based on the surprising, yet beautiful
idea of digitizing the errors. How can quantum errors be digitized when, as the variables they
a�ect, they form a continuum? The answer lies in the linear nature of quantum mechanics. Any
possible error a�ecting a single qubit can be expressed as a linear combination of no errors (I),
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bit ip errors (X), phase errors (Z) and bit ip phase errors (Y ). Generalizing to the case of a
quantum register, an error can be written as

P
i eiEi for some error operators Ei and coe�cients ei.

The error operators can be tensor products of the single-bit error transformations or more general
multibit transformations. An error correcting code that can undo the e�ect of any error belonging
to a set of correctable errors Ei will embed n data qubits (logical qubits) in n + k code qubits
(physical qubits). The joint state of the ensemble of code qubits is subject to an arbitrary error,
mathematically expressed as a linear combination of the correctable error operators Ei.

To recover the original encoded state, a syndrome extraction operator has to be applied that uses
some ancilla qubits to create a superposition of the error indices i corresponding to those correctable
error operators Ei that have transformed the encoded state. Measuring only the ancilla qubits will
collapse the superposition of errors, yielding only one index k. But because the ancilla qubits were
entangled with the code qubits through the application of the syndrome extraction operator, the side
e�ect of the measurement is that the corruption caused by all error transformations will be undone,
save for the one corresponding to index k. Consequently, only one inverse error transformation is
required in order to complete the recovery process. In essence, knowing how to deal with a set of
fundamental error transformations allows us to tackle any linear combination of them by projecting
it to one of the basis components. This process is referred to as digitizing or discretizing the errors.
The book of Nielsen and Chuang [146] o�ers a detailed treatment of quantum codes, explaining
how ideas from classical linear codes can be used to construct large classes of quantum codes, as
the Calderbank-Shor-Steane (CSS) codes [43, 169], or the stabilizer codes (also known as additive
quantum codes), which are even more general than the CSS codes and are based on the stabilizer
formalism developed by Gottesman [91].

7.3.1 Scalability

The major drawback in using large and intricate quantum codes is that the corrective circuit itself
is as much prone to errors as the quantum circuit responsible for the main computation. The more
errors we are attempting to rectify, the more the complexity and length of the recovery procedure
will increase (see [76] for some theoretical bounds on the relationship between the number of
data qubits, the total number of entangled qubits and the maximal number of errors that can be
tolerated). Thus, we can only increase the size of the error correction codes up to a certain cuto�
point, past which no further gains in accuracy can be made.

7.3.2 Concatenated codes

One attempt to overcome this limitation are the concatenated codes. If a certain code uses n
physical qubits to encode one logical qubit, a concatenated version of that code is obtained by
further encoding each of the n qubits in another block of n. This hierarchical structure (tree) can
be further expanded to accommodate as many levels as desired. An important theoretical result
was proved for such concatenated codes. The threshold theorem states that by adding more levels
of concatenation, the overall chance for an error can be made arbitrarily small, provided that the
probability of an individual error is kept below a certain critical threshold [153]. What this result is
saying is that, in principle, we can reliably perform an arbitrarily long quantum computation. The
threshold level depends on many factors, like the speci�cs of the code used, the type of errors and
whether errors occur more frequently in qubit storage or in gate processing. Because the process
of error recovery within each tier of the hierarchy remains almost as simple as that of the original
n-qubit code, there is only a small overhead in the size of the circuit necessary to ensure reliability.
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Of course, the high cost of using concatenated codes lies in the exponential increase in the number
of qubits with the number of levels added.

7.4 Fault-tolerance

Fault-tolerant quantum computation is another approach in trying to cope with the e�ects of noise
both in the main computational circuit and the recovery circuitry. The operation of each quantum
gate on the encoded data has to be carefully re-designed into a procedure for performing an encoded
gate on the encoded state in such a way as to prevent error propagation and error accumulation.
This will ensure that error correction will be e�ective at removing the errors. Since the fault-tolerant
gates form a discrete set, part of the problem is to simulate any possible idealized quantum gates
using only fault-tolerant procedures. For example, single-bit phase changes required for performing
the Fourier transform in Shor's factoring algorithm can be approximated using combinations of
fault-tolerant �xed-angle versions. Following this line of thought it is possible to perform a universal
set of logical operations (the Hadamard, phase, controlled-NOT and �=8 gates are one choice, but
there are others as well) using only fault-tolerant procedures.

The second aspect of fault-tolerance refers to the possibility of introducing errors on the encoded
qubits by the error-corrective process itself. Peter Shor outlined a method of fault-tolerant recovery
which uses extra ancilla qubits and some extra circuitry to double-check the diagnosis of errors [163].
On the other hand, John Preskill has identi�ed �ve fault-tolerance criteria which, when met, ensure
that failures during the procedure for error correction do not propagate to cause too many errors
in the encoded data [153]. Fault-tolerance principles and techniques can be successfully combined
with concatenation codes to make possible a more e�ective error correction in quantum computing
and achieve the arbitrary level of accuracy guaranteed by the threshold theorem.

7.5 Topological quantum computing

The �nal possibility that we mention here to �ght decoherence goes by the name of topological quan-
tum computing. This method is the most speculative but potentially the most robust. Its aim is to
achieve fault-tolerance at the very level of the physical processes responsible for the operation of a
quantum gate. Topological quantum computing takes advantage of the non-local characteristics of
some quantum interactions by encoding quantum information in a more global fashion. In this way,
local disturbances will not a�ect the quality of the computation. A quantum interaction having the
desired properties and which, therefore, could be used as a building block in the implementation
of topological quantum gates is the Aharonov-Bohm e�ect [152]. It has even been showed that it
is possible to construct universal quantum gates using only Aharonov-Bohm interactions [119].

The remarkable advances witnessed in quantum error correction have been acknowledged even by
the most hardened skeptics and have transformed the prospects for making quantum computing a
practical reality. However, the question whether the theoretical results outlined in this

section will eventually be brought to life by a physically realizable implementation is

still to be decided by the years to come.

8 Physical embodiments of a quantum computer

The �rst models for a quantum computer (Benio�'s quantum upgrade of a classical reversible Tur-
ing machine [13], Feynman's quantum mechanical computer [81] and Deutsch's Universal Quantum
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Turing Machine [61]) were abstract, theoretical tools designed to fathom the possibilities and limi-
tations of quantum information processing, without any intention to give them a physical interpre-
tation. An important step to move out of the "designer Hamiltonians" era towards a more practical
approach was David Deutsch's introduction of quantum logic gates and circuits (or networks) [62].
Addressing the universality issue, researchers have discovered that single-qubit rotations supple-
mented with a two-qubit logic gate (such as controlled-NOT) are enough to perform any possible
quantum computation [5]. But the surprising result related to this matter was the �nding that
almost any two-bit quantum gate is good enough to build a universal quantum computer [128, 65].
This computation friendly feature of quantum mechanics (the fact that the laws of physics support
computational universality) was good news for experimentalists eager to build a quantum com-
puter, because it meant that computation could be built out of almost any kind of interaction or
physical process.

David DiVincenzo promulgates the following �ve criteria necessary for a practical quantum
computer:

1. a scalable physical system with well-characterized qubits;

2. the ability to initialize the qubit state;

3. decoherence times much longer than the quantum gate operation time;

4. a universal set of quantum gates;

5. the ability to measure speci�c qubits.

It is worth noting that some powerful quantum calculations can be performed without any
two-bit quantum gates at all. Two Carnegie-Mellon scientists showed that the quantum Fourier
transform involved in Shor's factoring algorithm can be implemented using only single-bit quantum
gates [93]. The qubit interactions normally required to carry on the computation were simulated
in a semi-classical way: according to the results of measurements performed on certain qubits in
the calculation, the phases of others are adjusted using single-bit gates. However, the modular ex-
ponentiation necessary to complete Shor's algorithm still requires the use of some two-bit quantum
gates.

8.1 The quantum molecular switch

The �rst blueprint for a practical quantum computing machine was devised by Seth Lloyd [127], who
was building upon the work of a group of German physicists regarding the realization of a molecular
quantum switch [171]. Lloyd extended their model to include quantum superpositions, conditional
logic and measurement techniques. His proposal was to use an array of weakly interacting quantum
states as the basis for a quantum memory register. A concrete hardware platform for his design
could be a heteropolymer. Each di�erent atom in such a molecule could play the role of a qubit,
with the ground state and a metastable excited state implementing the necessary binary logic.

The software for such a polymer machine would consist of sequences of laser light pulses carefully
tuned on the resonance frequencies (the di�erence between the energy of the ground state j0i and the
energy of the excited state j1i) characterizing each di�erent atom in the molecular chain. By varying
the length of the pulse we can put the responding molecular unit into any kind of superposition of
ground and excited states. In particular, if a laser pulse that ips the state of a certain qubit is
called a �-pulse (because it rotates the state by 180�), then by applying a �

2
-pulse (a burst of light
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that lasts only half the time of �-pulses) we will obtain an equally weighted superposition of j0i
and j1i. This is how a Hadamard gate or a square-root-of-NOT gate could be implemented.

Furthermore, Lloyd showed how the interatomic forces between 3 neighboring molecular units
could detune the resonance frequency of the middle atom (or unit) su�cient enough to allow the
implementation of a three-bit quantum gate. Finally, an extra, short-lived excited state could be
used to measure the state of an atom, by detecting if a photon with a certain characteristic energy
is emitted during the process. Similar schemes for manipulating qubits can be applied to virtually
any system in which there are local interactions.

8.2 Ion traps

The ion trap scheme imagined by Cirac and Zoller [50] was considered at some point as the favorite
runner in the quantum race. According to their design, a quantum memory register would be
physically realized by using "fences" of electromagnetic �elds to trap a number of ions within the
central region of an evacuated chamber. Each imprisoned ion embodies a qubit, with the ground
state representing j0i and a metastable state representing j1i. Transitions between the two internal
energy levels are obtained through optical means, by shining a pulse of light from a laser beam
of the appropriate frequency onto the target ion. Lasers are also employed to cool down the ions
into the ground state and thus, initialize them for the computation. The cooling system, known
as optical molasses, can also be used to improve the accuracy of atomic clocks and create the
conditions for novel states of matter known as Bose-Einstein condensates (see [42] pages 242{243).

Being charged particles, the ions are strongly coupled together by the combination of the electric
repulsion between them and the squeezing e�ect induced by the electric �elds of the trap. These
antagonist forces create vibrational waves traveling among the trapped ions. Cirac and Zoller
showed how the quantized collective motion of the ions inside the trap (their vibrations) can serve
as a mechanism for implementing the necessary conditional logic. The ion trap system potentially
o�ers enormous exibility, allowing the qubits interacting in a quantum gate to be non-adjacent,
due to the fact that the vibrations inuence the whole system. The measurement process follows
the procedure outlined by Lloyd for the polymer machine. The absence or presence of a uoresced
photon tells us which state the atom was in. The scheme requires an extra energy level that couples
strongly to the lowest energy state.

The �rst quantum logic gate built on ion trap technology was produced in 1995 [141]. The
experimenters managed to achieve a 90% success rate on the proper operation of a controlled-NOT
gate. The original design of Cirac and Zoller was somewhat simpli�ed, in that they used a single
beryllium ion to encode both qubits. The ion's hyper�ne internal energy levels (determined by the
interaction between the spin of the single electron in the outermost shell and the ion's nucleus)
were chosen to incarnate one qubit, while two vibrational energy levels of the ion as a whole were
selected to represent the basis states of the second qubit. Thus, we can say that the one-bit-per-
atom limit was surpassed in this case. The solution adopted avoided the technological problem
of building small enough lasers to address each qubit individually. Unfortunately, this becomes
a serious issue for any attempt to scale up the ion trap design. Also, the measured decoherence
time safely allowed the completion of the controlled-NOT operation, but seemed insu�cient for an
extended computation.

The idea of using the electronic and motional states of a single ion (this time of the element
Calcium) to encode a 2-qubit state was later exploited to implement the Deutsch-Jozsa algorithm
on an ion-trap quantum computer [96]. And if scalable solutions to the ion-trap architecture will
ever be found, then it will be possible, in principle, to factor a number with 385 bits using "just"
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1926 ytterbium atoms and 30 billion laser pulses [107]. Therefore, the current research e�ort

is focused on developing architectures for a large-scale ion-trap quantum computer

[51, 116].

8.3 Flying qubits

Another proposal, which goes by the name of ying qubit-based quantum computers uses the
cavity QED (quantum electrodynamics) technology to emulate the functionality of a controlled-
NOT quantum gate. Quantum information is encoded in the polarization states of photons and, to
facilitate their interaction, they are placed inside a small cavity with highly reecting walls together
with a drifting cesium atom. The spacing between the mirrors in the cavity can be adjusted to
resonate with a particular transition between two energy levels of the cesium atom and the target
and control photons. The control qubit is initially prepared in a circularly polarized state, either
j+i (left or counterclockwise) or j�i (right or clockwise), while the target qubit is linearly polarized,
meaning that it can be described by an equal superposition of a left and a right circularly polarized
state, such as

1p
2
j+i+ 1p

2
j�i:

It turns out that the j+i component of the target qubit is phase-shifted only if the control qubit
has excited the cesium atom, which in turn, happens only when the control photons are circularly
polarized in a parallel direction to the atom's spin. This conditional phase-shift is the basic building
block to construct any quantum logic circuit, when supplemented with one-bit rotations.

Although quantum-phase gates based on cavity QED have been successfully realized experimen-
tally [59, 176], it is a very challenging endeavor to extend this technology to complicated quantum
circuits. An alternative would be to use beam splitters, phase shifters, single-photon sources and
photo-detectors in an all-optical attempt to build a quantum computer [120, 148, 151]. Better still,
the cavity QED and ion trap technologies could be combined to scale up the atom trap technology
[52]. Since they are traveling very fast, photons could be used to transfer quantum information
between distant trapped atoms (perhaps through �ber optics) with each of the multibit ion traps
responsible for storing information and local processing. The cavity QED interactions would pro-
vide the necessary methods for exchanging quantum information between the two di�erent carriers.
The same goal could be achieved by using entanglement between a trapped atom and a photon
[32].

8.4 NMR quantum computing

The most advanced quantum computer prototypes that seemed to have been built so far are based
on nuclear magnetic resonance (NMR) spectroscopy, the same technique that is known in the
medical setting as magnetic resonance imaging (MRI) [87, 56]. The method manipulates the nuclear
spin states of the atoms in a molecule to represent the qubits. When the sample is subjected to a
very powerful and uniform external magnetic �eld, the spins of the nuclei tend to occupy a lower
energy state, where they point with the �eld. Electromagnetic pulses in the radio frequency range
are employed to ip spins completely or at intermediate orientations. The energy levels associated
with the spin states of a nucleus are slightly altered by the closest electron orbits of neighboring
atoms (e�ect known as the chemical shift) and also by the nuclear magnetic �eld of neighboring
nuclei (spin-spin coupling). Thus, the resonance peaks in the NMR spectrum of a particular type
of nucleus may be shifted to reect the chemical composition of the sample. Analyzing these subtle
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di�erences in the spectra we may be able to identify the molecular structure of the sample. But
for NMR quantum computing, chemical shifts o�er a way to address each qubit in a molecule
individually, while spin-spin coupling is the solution to achieve conditional logic.

What distinguishes an NMR quantum computer from the other approaches is its massive paral-
lelism and ultra-high redundancy. Each molecule in the test tube can be considered as an individual
processing unit with a local quantum memory register. Each "programming" radio frequency pulse
is tuned to resonate with the same part in each molecule simultaneously. Thus, the quantum com-
putation is carried out on a vast number of "processors", in parallel. It is true that the majority of
them are a�ected by thermal noise and decoherence, but we don't care about this, as long as the
NMR signals generated by random spin orientations average out to zero.

However, even after the removal of the random background, what we are left with is a thermal
distribution of states rather than a pure quantum state. So, in order to properly initialize our
computation, we are faced with the problem of selecting an ensemble of molecules that share the
same quantum state. One possible way to achieve this is to sacri�ce some nuclear spins on each
molecule to check for quantum purity [87]. Alternatively, the spatial averaging method [56] does not
expend precious qubits, but it is very sensitive to inaccuracies. To measure a qubit, we must �rst
apply certain photon pulses and then interpret the absorption spectrum obtained by processing the
signal collected by the coils surrounding the apparatus.

The NMR quantum computing technology was able to support the implementation of complex
algorithms. Grover's search algorithm was run inside a chloroform sample in the form of a quantum
database query experiment [48]. The Deutsch-Jozsa algorithm was successfully attempted by two
independent groups [49, 110]. In 1999, the �rst implementation of the quantum Fourier transform
was demonstrated. Although there were doubts cast on whether the NMR experiments were ca-
pable of producing truly entangled states [41], more people tried to produce working experimental
realizations of increasingly complicated quantum computations. In December 2001, scientists at
IBM's Almaden Research Center claimed to have performed the world's most complicated quantum-
computer calculation at that time [179]. In their 7-qubit experiment, they controlled billions of
custom-designed molecules to implement the simplest meaningful instance of Shor's algorithm for
factoring the number 15. Considering the unprecedented control required over the seven spins
during the calculation, this result is quite an achievement.

Unfortunately, as with the other designs for a practical quantum computer, huge obstacles
have to be surpassed in order to make NMR a scalable technology. First, the size of the
quantum memory register is restricted by the number of nuclear spins, and hence, atoms in a single
molecule. Then, as more qubits are added to the system, the strength of the NMR signal decreases
exponentially as the number of possible spin states for the whole molecule increases exponentially.
In other words, the number of representative molecules in the initial, sought-after "pure" state (with
all spins pointing with the �eld) decreases exponentially. Therefore, there is a trade-o� between the
computational power gained and the weakening of the output signal (which has to be maintained
above noise level). In recent years, there have been a large number of experiments implementing
various quantum algorithms on a small number of qubits [178, 130, 117, 73].

8.5 Solid state approaches

All proposed technologies we have discussed so far are more or less extravagant and represent a
radical departure from the semiconductor technology on which today's computer industry is based.
There are also some proposals that are challenging this point of view and try to upgrade the
semiconductor technology to the quantum level.
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The Australian physicist Bruce Kane designed a silicon-based quantum computer in which
qubits are hosted by the nuclear spins of phosphorus atoms [115]. Each qubit can be addressed
individually by applying a tiny voltage to a metal strip or gate placed above each phosphorus
atom. The qubits can be made to interact indirectly via a coupling mediated by electron spins.
Conditional interaction is achieved through another type of gate, controlling two adjacent nuclear
spins. Measuring the spin state of a phosphorus nucleus involves the detection of a small current
due to the electron migration between phosphorus ion donors, which in turn depends on the various
states of the nuclear and electron spins and the strength of the gates.

Quantum dots In the same class of semiconductor devices that may one day become the key
components of a quantum computer are the quantum dots. These are tiny islands of semiconducting
material on a chip, typically measuring a few hundred atoms across and usually surrounded by an
electrical insulator. By applying a negative voltage around these blobs it is possible to squeeze
out some of the freely moving electrons, such that only one electron is left inside. The energy
levels of this electron are discrete, so they can be used as representations for 0 and 1. Single-qubit
rotations would be straightforward to implement using laser light pulses of various lengths tuned to
the frequency corresponding to the energy di�erence between the ground state and the �rst excited
state of the electron. Conditional logic could be achieved if two closely spaced quantum dots were
subjected to an electric �eld. This will make the resonance frequency of one dot (the target qubit)
sensitive to the state of the other dot [7]. Provided the resonance frequencies di�er su�ciently, an
appropriately tuned �-pulse could selectively ip the target qubit state, subject to the state of the
control qubit, thus realizing a controlled-NOT quantum gate.

These solid state approaches are much more scalable with respect to the number of qubits, but
they su�er more from decoherence. Consequently, they do not allow, at this stage, but some very
simple quantum calculations to be completed before the loss of coherence, which is just another side
of the scaling problem. Moreover, quantum dots and related devices need special manufacturing
techniques and liquid helium temperatures to function properly. On the other hand, research into
nanoscale technology may also have a huge impact on conventional silicon chip manufacturing, if
the concept of single-electron transistors will reach the point of industry production. The colossal
reductions in size and amount of power consumed by conventional memory and logic devices would
allow the current trends in miniaturization to be sustained.

However, for those interested in seeing quantum dots becoming a serious candidate for doing
real quantum computing experiments, decoherence remains the main concern. Daniel Loss
and David DiVincenzo proposed a more robust way of exploiting quantum dots, by storing the
quantum information in the spin orientation (rather than the energy level) of each electron in a
quantum dot [131]. They showed how quantum tunneling, achieved by raising the voltage of a metal
gate for a certain period of time, could be manipulated to simulate the functionality of a quantum
XOR (equivalent to a controlled-NOT) gate. Stephen Hellberg [97] also addresses decoherence and
the di�culty of generating local magnetic �elds for single-qubit rotations.

Some hopes seem to be raised by the idea of using superconducting quantum dots, incorporating
Josephson junctions to implement qubits [132]. An all silicon design for a quantum computer claims
to take advantage of NMR successful aspects (ensemble measurement, radio frequency control, long
decoherence times), but at the same time allows for more qubits and improved initialization [123].
A more recent proposal suggests spin-pair encoded qubits in silicon [166].

With the large number of research papers reporting new experimental realizations every month,
it is di�cult to predict which (if any) of the enumerated approaches will ever evolve into a viable
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technology for building a practical and useful quantum computer. It may also happen that a
novel, currently unknown technology will emerge, transforming quantum computing into a practical
reality.

9 Final remarks

Since the early 1980's, when the �eld began to materialize, quantum computation and quantum
information has come a long way to impose itself as a stand-alone multidisciplinary science. In-
deed, today we can rightfully acknowledge the existence of a quantum computer science with deep
rami�cations into information theory, algorithms and complexity, cryptography, networking and
communications, fault tolerance and error correction.

Quantum mechanics o�ers some really powerful tools that researchers have tried to exploit in or-
der to make information processing more e�cient and secure. Superpositions, quantum parallelism,
interference and entanglement are ultimately responsible for the computational power attributed to
a quantum mechanical machine. Similarly, the measurement principle and no-clonability theorem
form the basis on which quantum cryptographic protocols were developed. Some quantum e�ects,
especially entanglement and non-locality, seem to go so much against our common sense that even
today there are voices who doubt their existence as "elements of reality" (to paraphrase Einstein)
and have expressed reservations with respect to the experiments trying to "prove" them.

This ambiguous status of entanglement and the di�culty experimenters face in creating multibit
entanglement prompted some researchers to analyze more rigurously the implications of entangle-
ment for quantum computing. While proving that multi-partite entanglement is necessary for
quantum algorithms operating on pure states in order to o�er an exponential speed-up, Jozsa and
Linden also argue that it is misleading to view entanglement as a key resource for quantum com-
putational power [114]. Other researchers seem to have reached similar conclusions. Eli Biham,
Gilles Brassard, Dan Kenigsberg and Tal Mor show that quantum computing without entanglement
still provides some advantage over classical computing, but that, at the moment, entanglement is
necessary for all practical purposes [30].

Counterfactual quantum computing However, seemingly absurd phenomena may occur even
in the absence of entanglement. An example is counterfactual quantum mechanics. Counterfac-
tuals, things that might have happened, although they did not in fact happen, have no physical
consequences in classical physics. However, the potential occurence of a quantum event can change
the probabilities of obtaining certain experimental outcomes. Interaction-free measurements pro-
vide one possible context for quantum counterfactuals. An interaction-free measurement can be
characterized as a kind of nondisturbing quantum measurement in which no energy is exchanged
between the probe and the object [122]. Consequently, the result is rather inferred than obtained
through direct inspection [68].

Elitzur and Vaidman [78] describe how a Mach-Zehnder interferometer can be used to perform
an interaction-free measurement in the dramatic context of detecting an ultrasensitive bomb. The
Mach-Zehnder interferometer (depicted in Figure 11) is an optical device composed of beam split-
ters, mirrors and photon detectors carefully placed to bring about quantum interference when a
photon travels through the apparatus. Thus, when a photon enters the �rst beam splitter hori-
zontally, it will always emerge from the horizontal port of the second beam splitter, provided the
two arms of the interferometer have equal lengths. As in the case of Young's two-slit experiment,
the reason is self-interference. Based on this phenomenon, Elitzur and Vaidman show that, if a
bomb that will explode when hit by a single photon is placed in one arm of the interferometer, we
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Figure 11: A Mach-Zehnder interferometer (BS=beam splitter; M=mirror).

still have a 25% chance of detecting it without causing it to explode. Furthermore, it is actually
su�cient to couple the bomb to a sensor that performs a quantum nondemolition measurement on
the photon, registering its passage but allowing it to continue to the �nal beam splitter. There are
schemes through which the e�ciency of this interaction-free measurement can be made arbitrarily
close to one [121].

Richard Jozsa gave a computational spin to the interaction-free bomb detection thought ex-
periment [113]. He replaced the bomb with a quantum computer capable of answering a certain
decision problem, such as deciding whether a given number is prime, for example. The computer
performs its computation when a photon is detected passing through that arm, otherwise it sits
idle. Under these conditions, a quantum counterfactual result can be obtained again. In 25% of
the cases when the tested number is prime, we can actually reach this conclusion without having to
run the computer. So the mere fact that the computer is capable of producing the solution allows
us to infer the correct answer without actually running the computer.

Exotic as it is, Deutsch's many worlds interpretation may be the most "intuitive" way to explain
quantum counterfactuals. According to the multiverse interpretation, the computer did not run in
our universe, but it did run in some other, parallel universe, therefore making the condition that
the quantum computer has the potential to decide the question very important. We also note that
there is a subtle quantum information exchange between the possible universes, which determines
whether the interference phenomenon at the �nal beam splitter will take place or not. In his
book "The Fabric of Reality" David Deutsch strongly advocates the "many worlds" interpretation,
bringing a powerful argument. When a 250-digit number is factored using Shor's algorithm, the
number of interfering universes is of the order of 10500. Since there are only about 1080 atoms in
the entire visible universe, he argues that "physical reality would not even remotely contain the
resources required to factorize such a large number" ([63] page 217). As we have mentioned in the
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opening section, the di�erences between the various interpretations of quantum mechanics are a
matter of taste to physicists and ultimately involve philosophical notions like consciousness, which
are beyond the scope of this paper.

Quantum mechanics is considered the most accurate description of the Universe we currently
have, but in the light of possible future discoveries, we may have to adjust this theory some day. It
is not clear now how the theoretical foundations of quantum computation and quantum information
will be a�ected in such a case, but the optimistic view is that even in the worst case, the novel
physical theory that will emerge may give rise to a new computational paradigm, maybe even more
powerful than quantum computing.

Although from the computational complexity perspective, the question whether a quantum
computer is ultimately more powerful than a classical machine was not given a clear and de�nitive
answer yet (see the discussion in section 6), it would still make a big di�erence if a computing
machine based on quantum principles could be built. The possibility of breaking today's public key
cryptographic codes is certainly the most appealing, but even obtaining a quadratic speed-up for the
hard NP problems would be a signi�cant improvement of practical interest. The previous section
has made us aware of the great challenges and obstacles towards building a practical quantum
computer. Fortunately, in cryptography, the experiments designed to implement quantum protocols
seem to be much more advanced. They could become the most visible touch of quantum technology
in the short run.

But even if large-scale quantum computing machines will prove unfeasible, a quantum computer
with only a relatively small number of qubits might still be of some use. Such a device could be the
simulator Feynman �rst envisaged, a machine used to e�ectively emulate other quantum systems.
Also, a small-scale quantum computer may eventually become a useful tool of experimental physics.
The ability of creating and manipulating just a handful of qubits can allow physicists to run
interesting tests on certain predictions of quantum theory, thus helping basic physics research at
the very least.

Whatever the future of quantum information processing is, the most fundamental idea we can
learn from it is that information is intrinsically physical and the power of a certain computational
paradigm ultimately depends on the characteristics of the physical support used to embody infor-
mation.
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