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Abstract

This paper provides an overview of Model-Based Testing (MBT) and its
activities. A classification of MBT based on different criteria is also presented.
Furthermore, several difficulties of MBT are highlighted in this paper. A survey
that provides a detailed description of how MBT is effective in testing different
quality attributes of distributed systems such as security, performance, reliabil-
ity, and correctness is given. A comparison between different MBT tools based
on the classification is also given at the end of this paper.
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1 Introduction

Software quality is an important issue that all developers of software systems want
to achieve. It currently attracts a lot of attention since software is everywhere and
affects our lives on a daily basis. It is used for example in airplanes, telecommuni-
cation systems, consumer products, financial systems, administration systems, etc.
So it is almost impossible to go through a day without coming in contact with soft-
ware. Moreover, the size and complexity of software systems is growing dramatically,
especially of distributed systems software, which typically consists of a number of
independent components running concurrently on different machines that are inter-
connected by a communication network.

Testing plays an important role in improving the quality of software systems. It
is used to check several quality attributes that are of growing concern such as cor-
rectness, performance, security, reliability of software systems.

Because of the increasing size and complexity of software, people have started to
use models for many years to facilitate the development of complex software. For
example, they have used models in the requirements elicitation and analysis to help
understand the requirements and allow for a more detailed specification of how the
system should behave. For instance, Broy et al [22], presented a method to develop
models systematically from requirements. Furthermore, developers use models in the
design phase, for example in his book, Gomaa [36] shows how to design concurrent,
distributed, and Real-Time applications using UML. Liu et al [53] use models to de-
sign complex control systems. In addition, others use models to generate code, for
example, the Altoval UModelr 2008 tool [6] is used to create Java, C], or VB.NET
from UML models. In general, developers have largely applied models to selected el-
ements of the development process, particularly structural and behavioral aspects in
the design phase and model checking and verification in the testing phase. In general,
there are at least three benefits to using models:

• Facilitate communication: Often, models are useful as a means of communi-
cation between the developers and the customer and between the developers
themselves.

• Enable Abstraction: Models allow certain aspects and details of the system to
be highlighted while others are ignored through abstraction.
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• Enable Analysis : If the semantics of the model is clear, analysis can be per-
formed; sometimes tools can be implemented to perform analysis automatically.

Additional advantages can be gained when the model is described in a formally de-
fined language. Formal models have an unambiguously defined semantics that is more
difficult to misinterpret. Also formal models allow validation of the system early. This
means you can find the defects in the system as they are being developed rather than
during system test, when it is in general much more costly to find and correct them.
In addition, formal models can be verified mathematically, i.e it can be proved that
they have or lack certain properties. Z [70], B [7], VDM [56] are examples of formal
specification languages. Model-Based Testing is an attempt to leverage these models
to improve software quality by detecting defects more efficiently.

The first part of this paper provides an introduction to the activities of Model-Based
testing (MBT), and it also describes a classification and the limitations of MBT. The
second part of this paper provides an overview of the difficulties of testing distributed
systems, and also provides a detailed description of how MBT is effective in test-
ing different quality attributes of distributed systems such as security, performance,
reliability, and correctness.

1.1 Organization of Paper

This paper is organized as follows: Section 2 briefly describes Model-Based Testing
(MBT) and its activities; in addition, this section provides a classification and some
limitations of MBT. A brief description of distributed systems and their characteristics
that make the process of testing them so difficult will be presented in section 3. Section
4 discusses some quality attributes of distributed systems that MBT has been used
for. Section 5 presents some MBT tools. Section 6 presents conclusions and future
work.

2 Model-Based Testing

2.1 The Model

El-Far and Whittaker [33] define Model-Based Testing (MBT) as an “approach in
which common testing tasks such as test case generation and test result evaluation
are based on a model of the application under test”. During the software testing
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process the testers use a model that is built from the requirements of the system
in order to describe the application behaviors. Moreover, they use the model to
automatically generate test cases. As described in DACS (The Data and Analysis
Center for Software) [5], this model can be presented in terms of, e.g., the input
sequences accepted by the system, the actions, and the outputs performed by the
system. Since the model is a description of the application behavior, the model
should be understandable by all testers, even if they do not have any experience or
knowledge in the application domain, or they do not know what the system does.
Moreover, the model should be precise, clear, and should be presented in a formal
way. Section 2.4.1 will explain the process of building a model in more detail.
In general, one advantage of using models in testing as presented by Robinson [63] is
that once the models have been built and assuming tools are available, the testing of
the application can be performed more quickly and automatically. Another advantage
is that, when the application and the test evolve, it is often sufficient to update the
model incrementally with the corresponding changes.

2.2 Software Modeling Notations

In software testing there are several techniques to model the application behavior.
In other words, there are several notations to describe the behavior of a system as a
model. In [33], the authors present the most appropriate notations for testing. Some
of these notations are: Finite State Machines (FSM) [18], Statecharts [40], UML [4],
Markov chains [48], and Petri nets [62]. Table 1 presents these notations and in
which kinds of applications they are suitable as suggested by El-Far and Whittaker
[5]. Furthermore, the table describes the advantages and disadvantages of all of these
notations. For more information about these models, see [33, 82]. Additional software
modeling notations will be listed in Section 2.5.

2.3 Choosing the Software Modeling Notation

Before starting the process of MBT, the tester needs to make a decision which software
modeling notation is suitable for testing the system. Or which kinds of software
modeling notations are appropriate for testing the system. Today, there is no software
model that fits all purposes and intents. El-Far and Whittaker [33] present several
issues that the tester should be aware of when choosing a model to test an application.
The first issue is the system type. For example, as we can see from Table 1 if the
system to be tested has individual components and they can be modeled using state
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Software
Modeling
Notation

Kind of applica-
tion suggested to
model

Advantage Disadvantage

FSM State-rich systems (e.g.,
telephony systems)

-Easy to use
-Easy to generate test cases from
the model because there are several
graph traversal algorithms

Nontrivial to construct complex sys-
tems which have large state spaces

Statecharts -Parallel systems with
individual components
capable of being mod-
eled by state machines
-Few states, systems
with transitions caused
by external conditions,
or user inputs

-Easier to read than FSM
-Allow state machine to be specifed
in hierarchical way
-Its structure involves external condi-
tions that effect whether a transition
takes place from a particular state
which reduces the size of model in
many situations

Nontrivial to work with, and modeler
need time training upfront

Sequence
Diagram

Suitable for modeling a
real time systems, OO
systems

-Modeling complex sequences of in-
teraction between entities
-Permit a lot of useful information to
be shown at the same time

-Produced only with dynamic analysis,
cannot be used for evaluating the ade-
quacy of testing
-Cannot cover all possible aspects of
interactions

Markov
chains

Used with systems that
need statistical analysis
of failure

It can support estimation measures
such as reliability and mean time to
failure

-Require many mathematic opera-
tions, and also require a knowledge of
probability theory

Petri Net Suitable for concurrent
as well as asynchronous
behavior

Intuitive, mature notation with lots
of tool support

-Poor support for modeling large and
complete systems
-Lack of support for hierarchy

Table 1: Selection of software modelings notations

machines, then statecharts are a reasonable solution for modeling. The second issue is
the level of expertise of the people who will work with the models and the availability
of tools that support MBT activities. The third issue has to do with the use of
models during other part of the development. Sometimes organizations use a model
to specify and design the requirements of the system, so it is better to use this kind
of model also for testing, so that all teams understand the model, which makes the
communication between all teams and testers easier.

2.4 Activities of MBT

In MBT there are several activities to test the System Under Test (SUT) see Figure
1. We will talk about these activities in more detail in the following subsection.

The process begins by building an abstract model from the requirements (see
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Figure 1: Model-Based Testing activities [5].

Section 2.4.1), and describing it by, for instance, one of software modeling notations
presented in Table 1. The second activity is generating test cases from the model
(see Section 2.4.2). The specification of test cases may include the expected outputs.
Other expected outputs come from the test oracle 1. The third activity of MBT is to
run the test against the implementation of the system (see Section 2.4.3). So after
generating test cases, they have to be translated into executable test scripts. These
should be written in a very efficient way, since they can be used for as long as the
software needs more testing. The last step, which is most important and difficult in
MBT, is conformance testing (see Section 2.4.4). This activity is used to compare
the actual outputs with the expected outputs. Bugs are identified in the system from
the failures of the test cases. After that, the tester should decide whether to generate
more test cases, modify the model, or stop testing, etc.

1
an oracle could be, for example, a competing product or a previous version of the software
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2.4.1 Build the Model

Building the model is the most important step in MBT, because all the next activities
of MBT depend on the model. The more complete the model is, the more effective
the test cases will be generated from that model. In other words, once we have an
adequate model for the system, the test cases that are generated from this model
will be more effective. To develop an adequate model for the application behavior,
the tester needs to understand the system and its environment. Different guidelines
that can be used to improve understanding of the system under test are suggested
in [33, 32, 69], for example, determine the components of the system, explore target
areas in the system, gather relevant useful documentation, etc. See [33, 32, 69] for
more guidelines. Building the models is not easy. It needs skill, experience, and
imagination from the tester in order to build a good model. Before we talk about
how to build the model, we have to know what the characteristics of a good model
are. El-Far [32] presents the properties that the model in general should have to be
a good model. These are:

• The models should be as abstract as possible without missing important infor-
mation. Prenninger et al in [60] presented different abstraction techniques that
are applied in the literature on MBT. These techniques are functional, data,
communication, and temporal abstractions. For more information see [60].

• The models should not contain information that is redundant or not related to
the purpose of testing.

• The models should be readable to all testers.

• It should be easy to add, delete, and modify model information.

As an example of a simple model, Figure 2 presents an FSM model for a simple phone
system. The nodes are the states of the system such as, On-Hook, Busy, Dial Tone,
etc. Arcs are the actions that the user can perform or the inputs of the system such
as, Hang Up, Pick Up, Dial/Party Ready, etc. The initial state of this system is
On-Hook, and the final state is also On-Hook.

Whittaker [79], presents the general procedure to build the model, see Table 2. This
procedure is suitable for many kinds of software models, such as a FSM or a Markov
chain.

There are many notations used to express models in the literature see Table 1.
These models are used for different purposes. For example, UML Statecharts have
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Figure 2: FSM model for simple phone system [5].

been used to generate test cases, e.g. [52, 41, 68]. Bochmann and Petrenko [16] use
FSMs to specify the SUT, its implementation, and the conformance relation between
the specification and the implementation. Tretmans [74] presents two algorithms for
test case generation from labeled transition system (LTS) specifications. Graubmann
and Rudolph[37] apply Message Sequence Charts (MSC) for the specification of test
cases. Briand and Labiche[20] use Sequence Diagrams(SDs) to derive test cases, test
oracle, and test driver. However, Bertolino et al [14] say that the existing approaches
for building models still have some difficulties and problems. These problems are
related to reducing the effort of testing, and the accuracy of the approaches. For
example, state machine-based approaches2 are generally accurate, but need expertise
and effort. Also, scenario-based approaches3 are easier to apply, but provide only
partial results, since SDs cannot cover all possible aspects of interaction. However,
there are other approaches that try to integrate two approaches in order to generate
a complete and consistent model. For example, Bertolino et al [14] use both sequence
diagrams and state diagrams in order to take the advantages from both kinds of
diagrams. By combining these diagrams, a more complete and consistent model for

2
like UML statecharts, FSM, LTS, etc.

3
like MSC, and SD
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1. List all inputs.

2. For each input, list the situations in which the input can be applied and the
situations in which the input cannot be applied.

3. For each input, list the situations in which the input causes different behaviors
or outputs, depending on the context in which the input is applied.

Table 2: The general procedure to build a model as presented by Whittaker [79]

testing is built, and more accurate test cases are specified without extra efforts (test
cases will be discussed in the next section). The result of this approach is a sequence
diagram that contains information from both the original sequence diagrams and
state diagrams. Figure 3 represents the steps for this approach. At the beginning, the
authors assume that sequence diagrams (SEQ) and state diagrams (ST) are available.

• In step 1, ST diagrams are translated into sequence diagrams (SEQ’) through
a synthesis process, then SEQ’ and SEQ are combined together to generate a
more complete model (SEQ”), since it contains information from both sequence
diagrams and state diagrams.

• In step 2 an automated tool LTSA is applied to synthesize ST’ from SEQ”
(many tools have been proposed to synthesis state machines from scenarios such
as UBET [2], and LTSA - MSC Analyzer [76]). This step is used to ensure that
SEQ” does not contain implied scenarios4.

• If ST’ contains implied scenarios, then this means that ST and SEQ are inac-
curate, so in step 3 SEQ” is modified to refine and disambiguate SEQ”. Keep
doing step 3 until ST’ does not have any implied scenarios.

• At this point the SEQ” model represents the reasonably complete and coherent
model. In step 4 the SEQ” is called SEQrc which contains information from
both ST and SEQ. After this step, the Use Interaction Test (UIT) [12] (a method
used to automatically drives test cases for the integration testing phase, it uses
UML sequence diagrams as a reference model) method is applied to generate
test cases from SEQrc.

4
scenarios present sets of behaviors that do not appear in the system behaviors
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Figure 3: Process of building a reasonably complete and coherent model according to
[14]

2.4.2 Generate Test Cases

The model that has been generated in the previous activity is used to create the
test cases. Before creation is possible, the tester typically also has to specify or
provide information about criteria or the purpose of the test cases, the inputs and
sometimes the expected outputs of the system. The difficulties of generating these test
cases depend on the model. As mentioned above, the more complete the model, the
more effective test cases will be generated. Moreover, more precisely defined models
make it more likely that automatic generation of test cases is possible. Without the
automation, it is difficult and sometimes impossible to generate test cases for complex
systems such as distributed systems. When the SUT is complex, it often means that
the number of test cases is very large or even infinite. However, to improve the quality
of the system, we need to select good test cases that will help the tester find as many
as possible the failures in the system at an acceptable cost (cheap to derive and cheap
to execute). There are several model coverage criteria in the literature that help the
tester control the test generation process. Utting et al [77] discuss the most commonly
used criteria. These criteria are:
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1. Structural model coverage criteria: these criteria depend on the structure of the
model, for example, if pre-post conditions are used to describe the model, then
cause effect coverage is a common criterion. For transition-based models, cover-
age criteria could be for instance “all nodes”, “all transitions”, “all transitions
pair” 5, or “all cycles”.

2. Data coverage criteria: data values are partitioned into different sets. At least
one representative from each set is used for a test case.

3. Requirements-based coverage criteria: requirements can be coverage criteria,
when the elements of a model are associated with the informal requirements,
i.e., when there is traceability.

4. Test case specification: if the test case specifications were written formally, then
they could be coverage criteria.

5. Random and stochastic criteria: these criteria are suitable for environment
models. The environment model represents the behavior of the environment of
the SUT. Test cases are generated using probabilistic models. In other words,
test cases are generated based on the probabilities that are assigned to the
transitions.

6. Fault-based criteria: the most common fault-based criterion is mutation cover-
age [8]. In this coverage, the model is mutated. Then tests are generated to
distinguish between the original and mutated model.

There are two types of test case generation: Offline and online test generation.
Offline test generation means that test cases are generated and stored for example in
a file before running them, so that they can be executed many times. In online test
generation, test cases are generated while the system is running, because test case
generation depends on the actual outputs of the SUT.

Figure 4, presents an example of a test case generated from the model presented
in Figure 2. This test case presents the sequences of inputs, the states of the sys-
tem after performing the actions, and the outputs of the system. The test coverage
criterion used to generate this test case is “all nodes”.

5
A test set T satisfies the transition pair coverage criterion if and only if for each pair of adjacent transitions Si : Sj and Sj : Sk

in a statechart, there exists t in T such that t causes the pair of transitions to be traversed in sequence.
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Figure 4: A test case generated from the FSM model of simple phone system adapted
from Fig.2

2.4.3 Execute the Test Cases

In order to execute the test cases that we have previously generated from the model,
we need to translate them into an executable form. Since these executable test cases
can be used for as long as the software needs more testing, they should be written
in a very efficient way. Figure 5 presents an executable test script for the test case
presented in Figure 4. The translation will be more efficient if it is done in an
automatic way. After that we apply these executable test cases to the SUT to produce
the actual outputs of the system.

Figure 5: Executable test script
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2.4.4 Checking Conformance

After executing the test cases and getting the actual outputs of the system, we have
to evaluate and analyze the results. In checking conformance, a comparison between
the actual outputs of the SUT with the expected outputs provided by the test cases
is done. Ideally, this comparison is performed automatically. The outcomes of this
activity are: pass, fail, and inconclusive. A test is passed when the actual outputs
conform to the expected outputs. It fails if they do not conform. If we cannot make
a decision at this time, the test is inconclusive. After this activity, the tester should
decide whether to generate more test cases, modify the model, or stop testing and
release a software system. To support this decision, the tester can, for instance,
compute the reliability of the system. Reliability will be discussed in Section 4.4.
However, checking conformance is the most difficult activity in MBT. This is because
it is not easy to find an automatic way for determining expected outputs (also called
test oracles), especially for complex systems. The difficulty of finding a test oracle
depends on the size and complexity of the system. However, the need and importance
of test oracle also increases as the system becomes more complex. This problem is
known as “oracle problem”. Several conformance relations will be discussed in Section
4.3.2.

2.5 Classification of MBT

In 2006, Utting et al [77] presented a taxonomy of MBT approaches. Four of the
classification criteria used are related to the model (Model subject, Model redun-
dancy level, Model characteristics, and Model Paradigm), two to the test generation
process (Test selection criteria, and Test generation technology), and one to test ex-
ecution (Online or Offline). A comparison between several MBT tools based on the
classification will be presented in Section 5.3. The classification criteria are:

• Model subject: Model could be used to present the behavior of the SUT, or
its environment. A model of the SUT acts as oracle of the SUT, and is used
to automatically generate test cases. The model of the environments is used
to restrict the possible number of inputs to the model (acts as test selection
criterion). Typically, both of these models should be abstracted. Different
abstraction techniques are presented in [60, 77].

• Model redundancy level: Different scenarios of applying MBT may differ in
the level of redundancy between modeling for test and/or for implementation.
In the first scenario, the model can be used to generate test cases and code.
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In this scenario there is no redundancy. However, it is not suitable for test
generation, because to generate code, the model should be more detailed, but
for test generation the model should be as abstract as possible. In the second
scenario, the model is generated from a formal specification, and the system is
implemented manually from informal requirements, so there is a redundancy.

• Model characteristics: Models could be nondeterministic such as most mod-
els for reactive systems. It could also incorporate timing information such as
models for real-time systems. Another characteristic of a model is whether it is
continuous, discrete, or a hybrid. These characteristics affect the notation used
to describe the model, test selection criteria, and how test cases are generated
and executed.

• Model Paradigm: This dimension represents the notation that is used to
describe the model. Several notations are presented in [77]:

– State-based (Pre/Post condition) notation: The model is a set of states
that represent snapshots of the execution of the system. Each state binds
variables to values. A set of operations is used to modify the variables.
Each operation is defined by a precondition and a postcondition. The B
notation [7] is an example of this kind of model.

– Transition-based notation: A FSM is used in which the model is a collection
of nodes representing the most relevant states of the system, and a set of
transitions representing the operations of the system.

– Trace-based notation: The systems is modeled by describing the allowable
traces of model behavior over time. The representation of time could be
discrete, continuous, interval, etc. MSCs are an example of this kind of
model.

– Functional notation: The system is described by a set of mathematical
functions. This kind of model is not widely used in MBT since it is difficult
to write.

– Operational notation: the system is described by a set of executable pro-
cesses executed in parallel. Petri nets are an example of this kind of model.

– Stochastic notation: The system is described by a model containing prob-
abilities which capture the likelihood of, e.g, the occurrences of certain
events, input values or transitions. This kind of model is suitable to model
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the environment of the system. Markov Chains are an example of this kind
of model.

– Data flow notation: The flow of data is described. Examples are Lustre
[39] and the block diagrams as used, for instance, in Matlab Simulink [?].

• Test selection criteria: MBT tools can be classified according to which test
selection criteria they support. These criteria are used to control the process
of generating test cases, which cover the SUT. Section 2.4.2 presents these test
criteria.

• Test generation technology: This classification represents the technology
that tools use to generate test cases from the model and the test case speci-
fication. Test cases can be generated randomly, by a dedicated graph search
algorithm (using, e.g, Chinese postman algorithm), through model checking,
symbolic execution, or deductive theorem proving.

• Online or offline test generation: This dimension represents the relative
timing between test generation and test execution. Online testing means that
test case generation acts on the actual outputs of the SUT (test cases are gen-
erated and executed while the system is running), where offline testing means
that test cases are generated before system execution.

2.6 Potential Problems in MBT

MBT has successfully been used for many different applications such as graphical
user interfaces (e.g.,[65]) (the approach gives a reasonable coverage at a very low
cost), testing phone systems (e.g,[9]), and also highly programmable systems that
implement intelligent telephony services in the U.S. telephone network [30] (the test
cases revealed numerous defects that were missed by traditional approaches, and the
test cases are generated at low cost). Even though MBT has many advantages, it has
many difficulties and drawbacks, for example:

• Skills required: The testers in MBT should have certain skills. For example, the
tester should be familiar with the notation that is used to model the SUT. The
modeling notation may also require that they are familiar with mathematical
logic and discrete mathematics. Furthermore, they should have experience with
tools, scripts, and programming languages that are used to perform the MBT
tasks.
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• Time required: MBT is a process consisting of several tasks, such as selecting
the notation of model, partitioning system functionality into multiple parts of
a model, and building the model. Each task can be very laborious and time
intensive.

• State space explosion: When we have a complex system, it often means that
the number of states, grammatical rules, or variable-value combinations will be
very large. In addition, there will be a risk of an explosion in the size of the test
cases generated from the model. Different techniques have been suggested in the
literature [79] to solve this problem, e.g. optimization techniques such as: use
of multiple small models, abstraction (merge complex data into a single, simple
structure), exclusion (dropping information from the model without effecting
the test results). However, these techniques do not always work.

• Oracle automation: as we mentioned above it is not easy to find an automatic
mechanism to generate test oracles from the model (that are used to verify
that the application has behaved correctly), especially for complex systems. So
when the size of the system increases, the need for automation also increases.
Therefore the need for automation increases the difficulty of using test oracles.

• Choice of modeling notation: As we have seen in Table 1, the author in [5]
suggested guidelines for determining which notations are suitable for which
kind of application. But still we need to invent a way to fit specific software
models to specific application domains.

Moreover, more suitable and comprehensive theories for MBT still need to be
developed. At a Dagstuhl Seminar in 2004, Brinksma et al [21] concluded the seminar
with MBT research challenges. Some of these challenges are:

• It is unclear how to specify the purpose of model-based test case generation.
Moreover, it is unclear how to control and guide the generation of tests.

• Additional work is needed for merging different kinds of models (Modeling no-
tations) to build a model that allows the testers to generate test cases which
cover most aspects of SUT behavior.

• Most of the theories and tools of MBT have been used to test the functional
properties of the SUT. Testing with non-functional properties such as security,
reliability, usability, performance, etc is still an interesting field for research.
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• Integration, of techniques such as MBT, model checking, static analysis, ab-
stract interpretation, theorem proving, etc, may be useful to be able to choose
for every task the best combination of techniques.

In 2003, Robinson [64] presents different obstacles of using MBT in an industrial
environment. These obstacles are:

• In most companies, software testers have less technical knowledge than the
software developers. Moreover, testers are not involved in developing the system
until the system has been designed and coded.

• Since the testers are involved after the system has been designed and coded,
the testers only have short time to find bugs and test cases which means that
they will be under pressure and they do not have enough time to build models
and generate test cases etc, which could be more cost effective.

• Most software development companies do not represent the requirements for-
mally; however, most of the developments companies use natural languages that
are inherently ambiguous.

3 Testing Distributed Systems

3.1 Distributed Systems

There are several definitions of what a distributed system is. For example, Coulouris
et al [29] define a distributed system as “a system in which hardware or software
components located at networked computers communicate and coordinate their ac-
tions only by message passing”. Tanenbaum et al [72] define it as “a collection of
independent computers that appear to the users of the system as a single computer”.
Lamport says, “a distributed system is one on which I cannot get any work done
because some machine I have never heard of has crashed”. Basically, this is not a
definition but it characterizes the challenges that developers of distributed systems
face.

Distributed systems (DSs) consist of a number of independent components running
concurrently on different machines that interact with each other through communi-
cation networks to meet a common goal. In other words, in DSs the components
are autonomous, i.e, they possess full control over their parts at all times. The
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components, however, have to take into account that they are being used by other
components and have to react properly to requests.

There are multiple points of failure in a DS. DSs could fail because a component
of the system has failed. Moreover, network communication is not always successful
(transmission errors) and sometimes it is not on time (delay in transmission). In
real-time systems, for example, if the deadlines of the operations are not met, serious
consequences may occur. Moreover, when many network messages are transmitted
over a particular network, the performance of the communication may deteriorate. All
of these challenges and others in DSs could affect its quality, so we need a technique
to make sure that the DS is working properly without errors or failures. Testing
or specifically MBT is a suitable technique. But before we talk about how MBT is
effective in testing different quality attributes of DSs, Section 3.2 will give an overview
of the difficulties of testing DSs in general.

3.2 Difficulties of Testing Distributed Systems

Testing DSs is a difficult and challenging task. It is much more difficult to test a DS
than to test a sequential program. For sequential programs, we can say that the pro-
gram is correct when its inputs produce correct outputs according to its specification.
However, in DSs correctness of the input-output relationship alone cannot determine
the correctness of DSs behavior, because the system could enter an improper state
even if each process has the correct input-output relationship. Moreover, there is
more nondeterminism in DSs, e.g., the delays in the message communications or the
occurrence order of the events is unknown.

There are many other characteristics of DSs that make testing of these kind of systems
more difficult. Typically, DSs are heterogeneous in terms of communication networks,
operating systems, hardware platforms and also the programming language used to
develop individual components. This means that the system should be able to run
over a wide variety of different platforms and access different kinds of interfaces. More-
over, the size and complexity of DSs is growing dramatically. DSs currently attract a
lot of attention and become more important in our life. DSs have been used in differ-
ent critical applications in banks, hospitals, businesses, offices, etc. Furthermore, the
components of DS communicate with each other through messages. Typically, these
messages should arrive within a specific time window. But they could be delayed for
some reason, which means messages not arrive in the same order they have been sent

17



(out of order delivery).

Gloshe et al [35] presented several issues that make the task of testing distributed
component-based systems more complicated. Some of these issues are:

• Scalability of the test adequacy criteria: in small programs, it is easy to find
adequate test coverage criteria that cover all the program behavior, such as
control flow, or data flow coverage criteria. However, in complex systems such
as DSs, it is not cost effective to use these criteria to test a DS. This is because
of the explosion in the number of possible paths that could be taken to cover
all the behaviors of the system. Moreover, sometimes it is difficult to develop
the test case generation techniques for the test criteria.

• Test data generation: in order to make the set of test cases adequate with respect
to coverage criteria, we need to generate test data that cover all the system
behavior. However, since the number of possible paths increases exponentially
in DSs, it is difficult to generate the test data that will execute all paths.

• Redundant testing during integration of components: before we test the whole
system, system components are tested separately by using some adequate test
criteria. However, often the same criteria to test the entire system are used,
which means retesting of the components. So if the components were already
tested separately, we need to know how much of extra testing is needed during
integration.

• Monitoring and control mechanism in distributed software testing: since a DS
is a collection of computers connected through networks, the amount of data
collected for monitoring and control will be large. For this reason we need to
design distributed data collection and storage mechanisms in an efficient and
reliable way.

• Reproducibility of events: due to concurrent processing, asynchronous com-
munication, and the lack of full control over the environment in DSs, specific
execution behavior is often hard to reproduce.

• Deadlocks and race conditions: it is not easy to detect race conditions and
deadlocks in DS. For example, harmful effect of race conditions can be hard to
describe and therefore, hard to test for.
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• Testing for system scalability and performance: one way of improving the per-
formance of the system is to implement it using multiple threads. However, the
system may not work when it is re-implemented with multiple threads even if it
had worked when the system was implemented by a single thread that has been
tested. In addition, stress testing should be done to make sure that the system
performs well under high load factors. Because the system could perform very
well under small loads, but fail under high loads.

• Testing for fault tolerance: to be able to test fault tolerance effectively. all
circumstances in which faults can be triggered must be known. Determining all
these circumstances can be very difficult

4 Using MBT to Improve Different Quality At-

tributes in DSs

As we have seen in the first part, MBT is an efficient way to test the functional
properties of the SUT. But what about testing non-functional properties? Often, the
system behaves correctly, i.e., it meets its functional requirements, but it violates
one of its non-functional requirements. For example, it is not secure, suffers from
performance degradation, deadlock, or is not robust to, e.g., unexpected user inputs,
or changes in its operating environment. In this section, we will discuss how MBT
activities that we have discussed in Section 2.4, can be used for in testing different
quality attributes (non-functional properties) in DSs. Some of these attributes are
performance, security, correctness, and reliability.

4.1 Performance

During performance testing, the tester should consider all performance characteristics
to make sure that the DS meets the performance requirements of its users. These
characteristics are: latency, throughput, and scalability. Scott Barber [11] identifies
performance testing as “an empirical, technical investigation conducted to provide
stakeholders with information about the quality of the product or service under test
with regard to speed, scalability and/or stability characteristics”. There is also other
information we need to measure when evaluating performance of a particular system,
such as resource usage, and queue lengths representing the maximum number of tasks
waiting to be serviced by selected resources.
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Testing non-functional properties of the system is different from testing functional
properties. A lot of research in the literature has focused on building performance
models (the first and the most important step in MBT) [58, 13, 59, 10]. Various
approaches have been proposed to derive different types of performance models from
software architectures (which describe the main system components and their interac-
tions) mostly presented using different types of UML diagrams. For example, in [58],
UML class diagrams and UML sequence diagrams of the software architecture are
transformed into Layered Queuing Networks (LQNs) which are an extension of the
Queuing Network model (QN) presented in (e.g.[51]). Stochastic Petri Nets (SPNs)
are another performance model . For example in [13], statecharts and sequence dia-
grams are automatically transformed into generalized SPN. Stochastic Process Alge-
bra (SPA) is another example of a performance modeling notation. For example, in
[59], collaboration and statecharts diagrams are systematically transformed to SPA.
A comparison of proposed approaches for transforming UML models of software ar-
chitectures into performance models can be found in [10].

As an example of using MBT to test the performance of distributed systems, in
[31], the authors present an approach in which the architecture design of the dis-
tributed system is used to generate performance test cases. These test cases can
be executed on the middleware that was used to build the distributed application.
The approach is used for early performance testing of distributed applications and
proceeds as presented in Table 3.

1. Select the performance test cases (use-cases) from the given architecture de-
signs of the distributed application.

2. Expressing use-cases in terms of operations on the middleware.

3. Generate stubs that are needed in the generation process of use-cases for those
components that are available in the early stages of the development.

4. Execute the test cases, then analyze the results.

Table 3: The approach of testing performance of DSs as presented by [31]

The design of test cases in performance testing is different from the design of
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test cases in functional testing. In functional testing for example, the actual values
of the inputs are very important. However, in performance testing, this is not very
important. To design the performance relevant test cases for distributed applications,
the authors of [31] presented several performance parameters. Table 4, shows these
parameters.

Workload Number of clients.
Client request frequency.
Client request arrival rate.
Duration of the test

Physical Resources Number and speed of CPUs.
Speed of disks.
Network bandwidth

Middleware Configu-
ration

Thread pool size.
Database connection pool size.
Application component cache size.
JVM heap size.
Message queue buffer size.
Message queue persistence.

Application specific Instructions with the middleware
- use of transaction management.
- use of the security service.
- component replication.
- component migration.
Interactions among components
- remote method calls.
- asynchronous message deliveries.
Interactions with persistent data
- database accesses.

Table 4: Performance parameters [31]

To check the feasibility of performance testing in the early stages of software
development and the efficacy of their approach, the authors [31] performed an exper-
iment based on Duke’s Bank application6 [17, Chapter 18]. In this experiment, the
authors tried to compare the latency of the real implementation of the application

6
an application presented in the J2EE tutorial, consists of 6,000 lines of Java code
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with the latency of the test version of the same system (which is made out of the
early available components) based on specific use case, while varying the number of
clients. In the first phase of the approach, a sample use-case relevant to performance
from the software architecture that describes the transfer of funds between two bank
accounts (see Figure 6) is selected. In order to map the use case to the middle-
ware, in the second phase, the use case with some necessary information is manually
augmented. For example, “the transfer service is invoked as a synchronous call and
starts a new transaction for the interaction between the client and the application.
As for the interaction between the application and the database, we specify the four
invocations (update the balances of the two accounts and recording the details of the
corresponding transactions) are synchronous calls that take place in the context of
a single transaction and embed the available SQL code; the database connection is
initialized for each call” [31].

Figure 6: A sample use case for the Duke’s Bank [31]

In the third phase the test version of the Duke’s Bank application is developed by
implementing the needed stubs in order to realize the interactions for the use cases.
After that, the real implementation of the system and the test version were executed
to measure the latency of the test cases. To execute these systems, a workload with
increasing number of the clients starting from 1 to 100 (presenting the performance
parameter of test cases) is generated. A workload generator is implemented and
the persistent data is initialized in the database. The workload generator is able
to activate a number of clients at the same time and takes care of measuring the
average response time. For persistent data, a case was considered in which a client
withdraws money from his account and deposits it in another account which is the
same for all clients. Both the implementation and the test version are executed for
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the increasing number of clients and measured the average response time for the test
cases. Each experiment is repeated 15 times. As a result, the authors of [31] found
that latency times of the application and the test version are very similar. The result
of this experiment suggests that this approach is suitable for performance testing of
distributed application in the early stages of software development. However, more
experiments using other distributed applications need to be conducted before the
general viability of this approach can be concluded. In particular, experiments using
different use cases and different kinds of middleware and databases are necessary.

4.2 Security

The second quality issue of DSs that we are discussing is security. The use of the in-
ternet to exchange critical and personal information has increased the need for secure
systems. There are different meanings of security as specified in [78]. Some people re-
fer to security in terms of computer viruses or hackers attempting a denial-of-service
attacks over the Internet. Others refer to security in terms of authentication, au-
thorization, or encryption. As has been described in [45], taking security concerns
into consideration during the early stages of software development (e.g., design and
requirement phases) not only can save a lot of effort, but might even be necessary for
building a secure system.

A lot of research in the literature has focused on building security models. There
are various approaches extending UML diagrams to specify or to model the security
requirements of the system. For example, Jürjens presents UMLsec as an exten-
sion of UML diagrams to specify the security requirements [46, 47]. These security
requirements are inserted into the UML diagrams as stereotypes with tags and con-
straints. UMLsec is also used to check whether or not the security requirements are
met by an implementation. Moreover, it can be used to find violations of security
requirements in the UML diagrams. Hussein and Zulkernine present a framework
for specifying intrusions in UML called UMLintr [44, 45]. In this framework UML
diagrams are extended to specify security requirements (intrusion scenarios). One of
the big advantages of using this framework is that the developers do not need to learn
a separate language to specify the attack scenarios. Lodderstedt et al [54] presented
a modeling language for the model-driven development of secure distributed systems
as an extension of UML called secureUML. This language is based on Role Based
Access Control (RBAC). RBAC is a model that contains five types of data: users,
roles, objects, operations, and permissions. SecureUML can be used to automatically
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generate complete access control infrastructures.

There are two categories for testing security in general as presented by Mouli [24]:

1. Security Functional Testing (testing to establish the conformance): used to test
the conformance between the security function specification expressed in the
security model and its implementation.

2. Security Vulnerability Testing (testing to find violations): identification of flaws
in the design or implementation that can cause violations of security properties.

An example for both security functional testing and security vulnerability testing will
be given in Section 4.2.1 and Section 4.2.2 respectively.

4.2.1 Security Functional Testing

Blackburn et al [15] developed a model-based approach to automate security func-
tional testing called Test Automation Framework (TAF). The model is used for testing
the functional requirements of centralized systems. However, the authors said that the
model is extensible enough to be used for distributed systems. In private communica-
tion, one of the authors said “it would be fairly straightforward to model distributed
system relationships in TTM (T-VEC Tabular Modeler) and generate vectors that
could test those relationships, provided you had a testbed/test environment designed
to set up, control, and record your distributed systems environment in the manner
of the test vectors that would result from such an approach.” The approach involves
the following steps (Figure 7 shows these steps) :

1. Build the model of security function specifications using a tabular specification
language called SCR (Software Cost Reduction) [42].

2. Translate SCR specifications to T-VEC Test Specifications automatically.

3. Automatically generate test vectors (i.e., test cases) from T-VEC test specifi-
cations and perform coverage analysis.

4. Develop test driver schemas and object mappings for the target test environ-
ment.

5. Automatically generate test drivers, execute tests, and generate test report.
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Figure 7: Test Automation Framework (TAF) [24].

In this approach, a part of Oracle8 security document [28] is used to build a
functional specification model using SCR. More specifically, the security function of
“Granting Object Privilege Capability (GOP)” is expressed in an SCR model. GOP
as defined in Oracle8 security document [28] is “A normal user (the grantor) can
grant an object privilege to another user, role or PUBLIC (the grantee) only if: a)
the grantor is the owner of the object; or b) the grantor has been granted that object
privilege with the GRANT OPTION.”

The SCR model is a table-based model, representing the system input variables,
output variables, and intermediate values as term variables. Term variables are used
to decompose the relationship between inputs and outputs of the system. Once these
variables are identified, the behavior of the system can be modeled.
In step 2 of this approach, the SCR tables are translated into a test case specification
called T-VEC. For the GOP requirements, about 40 test specification paths were
generated. In step 3, the test cases (test vectors) are generated from T-VEC test
specification using particular coverage criteria called domain testing theory (which
is similar to boundary testing). In order to generate test drivers that are executed
against the system, the test driver generator needs the test driver schema, user-defined
object mappings, and test vectors. So in step 4, test schemas are generated manu-
ally. These test schemas represent the algorithm for the test execution in the specific
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test environment. In the object mapping, the authors also manually map the object
variables of the model to the interface of the implementation (for Oracle 8.0.5 the in-
terfaces are JDBC Commands, SQL Commands and Oracle Data Dictionary Views).
After that in step 5, test drivers are automatically generated using the test driver
generators by repeating the execution steps that are identified in the test schema for
each test vector.

For the evaluation of their approach, two different test driver schemas are used
(one for an Oracle test driver and another for an Interbase test driver), object mapping
description, and the GOP model to test two different test environments. They found
that the model executed without failure in the Oracle database driver schema, and
result in test failures when using the Interbase database schema. But as described in
the Interbase documentation, the failures are associated with restrictions on granting
roles.

4.2.2 Security Vulnerability Testing

As an example of using MBT to test the system for security vulnerabilities of dis-
tributed systems, Wimmel [81] presents a new approach to find test sequences for
security-critical systems. These test sequences are used to detect possible vulnerabil-
ities that violate system requirements.

In this approach, the AUTOFOCUS tool is used to automatically generate test se-
quences. More specifically, mutation of the system specification and the attacker
scenario is used to automatically generate the test sequences that are likely to lead
to violations of the security requirements. In this approach, AUTOFOCUS is used
to describe the structure and the interface of the system by using System Structure
Diagrams (SSDs). An SSD presents the interaction between the system components
(similar to UML component diagrams). Each component has two ports: source and
destination for receiving and sending messages. These ports are connected via di-
rected channels. Furthermore, AUTOFOCUS is used to express the behavior of the
components by using State Transition Diagrams (STDs). In addition, the threat sce-
narios and security requirements are included to the specification of the system to
generate a security-critical model. Threat scenarios represent the capability of the
attacker; these scenarios are generated automatically by AUTOFOCUS based on the
security attributes assigned to SSDs and STDs. There are five types of security at-
tributes that are associated with components and channels in SSDs. These attributes
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have the following meaning:

• Critical (for components or channels): security-critical information is pro-
cessed in the component or transmitted via the channel.

• Public (for channels): the messages can be accessed and manipulated by the
attacker.

• Public (for components): the attacker has access to all secrets contained in
the component.

• Replace (for components): the component can be replaced by an attacker
not knowing the secrets of the component (e.g., the attacker tries to simulate
the behavior of the component without having access to it).

• Node (for components): the component is an encapsulated component, to
whose internals an attacker has no access.

The security attribute “critical” is also associated to the transitions and states of
the STDs as appropriate. After generating the security-critical model, the authors in
[81] use this model to generate test sequences in order to test the implementation of
the system. These test sequences should cover all possible violations of the security
requirements. In order to generate test sequences from the security-critical model,
first the structure coverage criteria is needed. State or transition coverage is not suit-
able, because it does not take into account the security requirements. So a mutation
testing approach is used. In this approach, the authors introduce an error into the
specification of the behavior of the system, then the quality of test suites is given by
its ability to kill mutants (distinguish the mutants from the original program).

During mutation testing, one of the critical transitions (t) of the STD of the com-
ponent to be tested is chosen and then a mutation function is applied; mutation
functions can be used to modify, for example, the precondition or post-condition of a
transition (replace t to t′) in order to determine a set of mutated STDs. Next, threat
scenarios are automatically generated from the mutated version of the component to
be tested in order to obtain the mutated system model Ψ′. After that each of the
system requirements Φi is taken, to compute a system run that satisfies Ψ′ ∧ ¬Φi

using test sequence generator. If it is successful, then mutating t into t′ introduced a
vulnerability with respect to Φi and the traces show how it can be exploited. In this
technique, the original specification of the components are used as an oracle (i.e, it is
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used to determine the expected result).

Note that test sequences are used to test the security-critical model and not its
implementation. To test the actual implementation, the test sequences should be
translated to concrete test data. Concrete test data is generated from the abstract
sequences by using an algorithm presented in [81]. This concrete test data is executed
by the test driver that passes inputs to the component to be tested, and then check
whether or not the actual outputs satisfy the expected outputs.

4.3 Correctness

Checking the correctness of systems is the main purpose of testing and it is the
minimal requirement of most software. To check whether the system behaves correctly
or not, the testers need some type of oracle. As mentioned in Section 3, correctness of
input-output relationship in DS does not mean that the system behaves correctly. For
example, the system may enter an improper state such as deadlock, process collision,
out of order message delivery, or delays in the message communications. Section
4.3.1 gives an example of using models to check an important issue in DS which
is deadlock. Section 4.3.2 will describe several criteria that are used to define the
conformance relation proposed for conformance testing of DSs.

4.3.1 Avoid Deadlock

We could not find papers that use MBT activities as specified in Section 2.4 for
deadlock detection. Instead, we will describe the use of models to ensure the deadlock
free execution of a DS. For example, Chen [25] provides a control strategy to control
the execution order of synchronization events and remote calls. This test control
strategy is used to ensure deadlock free execution of a distributed application that
consists of a set of processes (which have one or more Java thread) communicating
through CORBA. All synchronization events that could lead to deadlock are sent to a
central controller first which permits or defers the event based on the control strategy.
Synchronization events considered in Chen paper [25] are: remote method invocation
and its completion, and access to a shared object and its completion.
The following steps are used by the author [25] to construct the test control strategy:

1. Build the test constraints using static analysis. These test constraints express
the partial order of synchronization events. In general, an event is represented
by the name of the process and the thread this event comes from, the target
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process, the name of the object on which we a call a method, the event name,
the number of appearances of this event in the thread and the process, and the
type of the event. Figure 8 shows the test constraints with the remote calls of
arbiter system.

Figure 8: Test constraints and remote calls of Arbiter system [25].

2. Choose the thread model: in the CORBA middleware, there are three thread
models: thread-per-request, thread pool, and thread-per-object. If thread-per-
request is used, there is no deadlock, because for every request, a separate thread
is created to handle the request. So we just choose thread pool or thread-per-
object as a thread model for this technique.

3. Build the test model (M) using the test constraints and the thread model from
the previous 2 steps. M is a finite state automaton describing the sequence of
events ( e.g., see Figure 9(a)). In M, there are two assumptions: the process
p2 should obtain the server object o2 before process p1 and p3, and the thread
pool size is 2.

4. Find and remove deadlock states from M to get M′ ( e.g., see Figure 9(b), s2 is
a deadlock state here).

5. Controller uses the deadlock free model M′ to avoid leading the execution of
the application into a deadlock state. The test controller should decide which
remote calls at each moment should be executed.

An optimization technique is also presented in [25], this optimization technique is
used to optimize the test model when the distributed application becomes too large.
However, the approach described in [25] has the following limitations:
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(a) Finite automata for Ar-
biter example with dead-
lock M

(b) Finite automata for Ar-
biter example without dead-
lock M ′

Figure 9: Examples of arbiter system presented as finite automata [25]

• In this technique, 2 different thread models are allowed. According to the
author, these thread models may not be appropriate anymore when e.g., message
passing is used instead of remote method invocation using CORBA.

• The approach relies on a partial order relation of events. If this relation is
incomplete, then possible deadlocks may be overlooked.

• The approach will only avoid deadlocks due to the exchange of synchronization
events. Deadlocks due to other reasons will not be found.

• The approach concentrated only on the part of system behavior (test synchro-
nization events) not the whole system behavior.

4.3.2 Checking Conformance

MBT is a way used to check the correctness of systems by executing test cases that
have been generated automatically from the model that represent the behavior of the
system. So after executing the test cases, we have already seen in the previous sections
that one way to compare an implementation with a specification is to compare actual
outputs (produced by the implementation) with expected outputs (as described by
the specification). In this section, we will briefly present some of the conformance
relations that have been defined formally in the literature. All these definitions make
the simplifying assumption that both the implementation and the specification are
described using some kind of labeled transition system.
The formal theory of MBT presented by Frantzen and Tretmants [34] uses labeled
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transition systems7 for modeling and an implementation relation called input-output
conformance“ioco” to check the conformance relation between the implementation
under test (IUT) and its specification. The conformance relation ioco expresses that
“an IUT conforms to its specification if the IUT never produces an output that can-
not be produced by the specification” [34]. In ioco theory, the implementation of the
system is modeled as input-output labeled transition systems8. To check the con-
formance between the implementation and its specification, test cases are generated
from the labeled transition systems using, for instance, a specific algorithm presented
by Tretmants [75]. These test cases are also modeled as input-output labeled transi-
tion systems. As presented in [34], “these test cases then executed by putting them
in parallel with the IUT, where inputs of the test case synchronize with the outputs
of the implementations, and vice versa. An implementation passes a test case if and
only if all its test runs lead to a pass state of the test case”. For instance, the tool
TorX [73] is using ioco theory to check the correctness of systems.

Timed input-output conformance relation (tioco) is an extension of ioco theory pre-
sented in [49]. E conforms to F w.r.t tioco, if for any input α of F, any possible
output of E after α (including a delay) is also a possible output of F after α. So the
extension is including time delays in the set of the outputs. Figure 10(a) represents
the specification of a system, where output b is produced no earlier than 2 and no
later than 8 time units after receiving input a. As we can see from Figure 10(b)
the implementation produces b exactly 5 time units after reception of a. So Imple-
mentation 1 in Figure 10(b) conforms to the specification in Figure 10(a). In Figure
10(c), the implementation may produce the output b after 1 time unit, which is too
early. So Implementation 2 in Figure 10(c) does not conform to the specification in
Figure 10(a). Algorithms are proposed to generate two types of tests: analog-clock
tests which measure real-time precisely and digital-clock tests which count how many
“ticks” of a periodic clock have occurred between two events.

In [57], Peled discusses additional criteria used to compare the implementation
with its specification. The criteria are:

• Trace Equivalence: the implementation E is trace equivalent to specification
F when a set of traces of E is equal to the set of traces of F.

• Failure Equivalence: E is failure equivalent to F when the set of failures of

7
structure with states and transitions, states representing the system states and the transitions representing the actions that the

system may perform
8
it is a labeled transition system where all input actions are enabled in any reachable state
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(a) Specification (b) Implementa-
tion 1

(c) Implementa-
tion 2

Figure 10: Examples of specification and implementations [49]

E is equal to the set of failures of F. Failure equivalence is a refinement of trace
equivalence. Figure 11(a) and Figure 11(b) are trace equivalent but not failure
equivalent since in Figure 11(a) we can always perform γ after executing α but
in Figure 11(b) if we choose the left α branch then we cannot perform γ.

(a) An automa-
ton always per-
form γ after α

(b) An automaton where
left α branch cannot per-
form γ

Figure 11: Two finite automata [57]

• Simulation Equivalence: Simulation equivalence ensures that every behav-
ioral pattern in the implementation is present in the specification, and vice
versa.
Formally, E can simulate automaton F when:

1. there exists a binary relation R between E and F such that

2. if E′ R F′ and E′
α−→ E′′, then there exists some F′′ such that (F′

α−→ F′′)
and E′′ R F′′.
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If E can simulate F using R relation and F simulate E using Q relation (Q does
not have to be equal to R−1), then the two automaton are simulation equivalent.

• Bisimulation and Weak Bisimulation Equivalence: bisimulation equiva-
lence is a symmetric relation, which means the same simulation relation should
be used (Q=R−1).

Formally, E is bisimulation equivalent to F iff there exist binary relation R
satisfying the following:

1. E R F

2. for any pair of E′ and F′ and an action α the following hold:

– if E′ R F′ and E′
α−→ E′′, then there exists some F′′ such that (F′

α−→
F′′) and E′′ R F′′.

– if E′ R F′ and F′ α−→F′′, then there exists some E′′ such that (E′ α−→E′′)
and E′′ R F′′.

If E can simulate F using relation R and F can simulate E using R−1 relation,
then the two automata are bisimulation equivalent. Bisimulation equivalence is
a proper refinement of simulation equivalence, and it also refinement of failure
equivalence.
Weak bisimulation equivalence is defined the same as bisimulation equivalence,
but with a modified transition relation =⇒ that allows for the occurrences of
invisible actions. E is weakly bisimulation equivalent to F when there is relation
R between them such that:

1. E R F

2. for any pair of E′ and F′ and an action α, where α ∈ action ∪{ε} the
following hold:

– if E′ R F′ and E′ α
=⇒ E′′, then there exists some F′′ such that (F′ α

=⇒
F′′) and E′′ R F′′.

– if E′ R F′ and F′
α

=⇒ F′′, then there exists some E′′ such that (E′
α

=⇒
E′′) and E′′ R F′′.

4.4 Reliability

The last quality issue of DSs that we are going to discuss is reliability. According
to ANSI (American National Standards Institute) [3], Software Reliability is defined
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as: “the probability of failure-free software operation for a specified period of time
in a specified environment”. The question here is how to use MBT to evaluate or to
estimate the reliability of DSs. In the following, we will describe two approaches.

Guen et al[38], present an improved reliability estimation for statistical usage
testing based on Markov chains. Statistical usage testing is used to test a software
product from a user’s point of view (usage model). The usage model represents
how the user uses the system. In [38], Markov chains are used to represent the
usage model. Markov chains usage models consist of states representing states of use
and transitions labeled with usage events (stimuli). Moreover, probabilities are also
assigned to all the transitions that reflect how likely a transition is to occur. The
new measure of estimating reliability presented in [38] improves on the two standard
reliability measures proposed by Whittaker et al. [80] and Sayre et al. [66]. It has
also been implemented together in a tool named MaTeLo (Markov Test Logic). The
input of the MaTeLo tool is the usage model to the software. So before using this
tool, the tester should develop the usage models. MaTeLo accepts models in three
different notations. These notations are: MSC (Message Sequence Chart), UML
sequence diagrams, or a statecharts. However, if the tester chooses one of the first
two notations, the tool converts it to a statechart. After that, the probabilities of
the transitions between states are assigned using a Markov usage editor component,
in order to get the design of the usage models. These probabilities can be calculated
automatically based on a pre-defined distribution or can be manually specified by the
user. For more information about how to calculate the probabilities of the transitions,
see [80],[66], and [38]. Next, the tool checks the correctness of the usage models (e.g.
the probabilities are arranged between 0 and 1, or terminal states have no outgoing
transitions, etc) and then converts it into test cases. Test cases are then automatically
generated based on several test generation algorithms. These algorithms are based
for example on the probability of the transitions, the test cases that have minimal
test steps, or on randomization. The test cases that have been generated can be
represented in the formats TTCN-3 or XML. After the generation of the test cases,
they are executed against the system under test and then the results are recorded.
The results of the test are analyzed to estimate the reliability probability of the usage
model obtained from the test runs. In [38], the authors use the following formula to
calculate the reliability of the system based on the above definition:

R(t) = (Pu)
µt

where Pu is the usage probability that no failure occurs during the software execution,
and µ denotes the number of activation during a time period.
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As another example of using MBT to test the reliability of systems, the author
in [50], describes a tool named SpecTest. SpecTest implements and automates a
model-based statistical testing methodology. This methodology uses statistical usage
testing to evaluate software system reliability of complex systems using MBT. Figure
12 shows the components of the SpecTest tool.

Figure 12: SpecTest tool components [50]

In SpecTest, the model specification module automatically creates a Markov chain
usage model based on the system requirements. When using the SpecTest tool, the
model is in the form of a table composed of states, transitions, and probabilities for
each transition. To check the correctness of the usage models, a model analyzer is
used. A test generation module is used to automatically generate test cases from the
Markov chain model. The test generation algorithm supports state coverage and arc
coverage. Test cases are described by a sequence of transitions where each transition is
described using a restricted English grammar. The SpecTest tool uses the translation
module to convert these test cases to executable test scripts in the test environment
for the system under test. Some of these executable test scripts are automatically
executed in the system under test using the test execution module. The results of
these test cases (whether the test case is pass or fail) are evaluated manually. This
data is used to evaluate the reliability of the system. According to the author, the

35



tool has been successfully applied to the US Army’s Mortar Fire Control System
(MFCS), a Windows XP-based application for defining and managing all aspects of
an artillery mission.

5 MBT Tools for Testing Distributed Systems

In this section, MBT tools are discussed in detail and the summary of a detailed
comparison of 7 different MBT tools is provided. TAF tool is discussed in Section
4.2.1.

5.1 Spec Explorer

Spec Explorer [23] is the second generation of MBT technology developed by Mi-
crosoft. The first generation was released in 2003, and Spec Explorer was generated
in 2004. People in Microsoft are using Spec Explorer for testing e.g. operating system
components, reactive systems, and other kinds of systems. Figure 13 illustrates the
use of the Spec Explorer tool.

Figure 13: Steps of Spec Explorer tool [27]

In the first step of Spec Explorer, the tester builds the model program of the
the system. The model program specifies the desired behavior of the system. It
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can be written in any high level programming language such as Spec], C], or VB.
The model program is not the implementation of the system. Typically it is more
abstract than the implementation. In other words, the model program just focuses
on the aspects of the system that are relevant for the testing effort. Furthermore, it
represents the constraints that a correct implementation must follow. More precisely,
the model program declares a set of action methods, a set of state variables, and the
preconditions of these states.

In the second step of this tool, Spec Explorer explores all the possible runs of the
model program and represents them as a FSM, named model automaton. A state in
this automaton corresponds to a state of the model program, and transitions represent
the method invocations that satisfy their preconditions. This automaton can have
a very large number of transitions. To solve this problem several techniques for
selectively exploring the transitions of the model program are used. These techniques
as specified by the authors [23] are:

• Parameter selection: This technique limits the exploration of the model program
to a finite but representative set of parameters for the action methods.

• Method restriction: This technique removes some transitions based on user
provided criteria such as invocations of specific methods.

• State filtering: This technique prunes away states that fail to satisfy a given
state based predicate.

• Directed search: This technique examines finite sequences of transitions with
respect to user provided priorities, where the states and transitions that are not
visited are pruned away.

• State grouping: This technique selects representative examples of the states
from user provided equivalence classes.

The graph of the FSM can be viewed in different ways in step 3, e.g. based on
how to group the similar states. In step 4, test cases are generated from the model
automaton. There are two different kinds of testing in this tool: offline testing and
online testing. Test cases are generated using traversal algorithms based on different
test criteria. The test criteria are: random walk by specifying bound of the walk,
transition coverage, or using the shortest path between the initial and an accepting
state.

In step 5, test cases are executed against the system under test. To do that,
an API driver can be used. The API driver (which is a program written in C] or
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VB) does whatever is necessary in order to invoke the individual actions of the test
suites in the implementation under test (step 6). In other words, the corresponding
methods and classes of the API driver should be mapped to the model. This process
is called object binding. We have to note here that the implementation under test
uses the same names of the action methods in the model program. In step 7, the ioco
conformance relation is used to compare the expected outputs of the model with the
actual outputs of the implementation.

5.2 TorX

TorX [73] is one of the main achievements of the Côte de Resyste project [1]. Côte de
Resyste is a research and development project aimed at improving the testing process
using formal methods. It focusses on testing the behavior of reactive systems. The
purpose of the TorX tool is to implement ioco (input output conformance) theory, as
specified in Section 4.3.2.

In TorX there are four main phases that are provided automatically in an on-the-
fly manner. The phases are: test case generation from the specification of the system
under test, test implementation (translate the test cases into executable test scripts),
test execution, and test analysis (checking the conformance between the actual out-
puts and the expected outputs).

In the first step of TorX, the behavior of the system under test is specified using
labeled transition systems. TorX contains several explorers to explore the labeled
transition system defined by specifications given in different formal notations such as
LOTOS, PROMELA, or LTSA. TorX implements a test derivation algorithm that
is used to generate test cases from the labeled transition systems. Test cases are
generated randomly based on a walk through the state space of the specification. To
maximize the chance of finding errors in the system under test, two kinds of test
coverage criteria are used. Heuristic criteria provide some assumptions about the
behavior of the system under test such as the length of the test case. Additionally,
TorX allows the test purpose criterion, that is, of a particular part of the behavior of
the system. If the test purpose is given, the test case generation algorithm guaran-
tees that generated test cases will exercise that part of the system. In TorX, the test
generation and test execution phases are integrated into one phase since test cases
are generated on-the-fly during the test execution. Also, offline test case generation
is available in TorX.
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In TorX, there is a component called adapter, this component is used to translate
the input actions of the test case that have been generated from the specification to
be readable by the real implementation of the system under test. It is also used to
translate the outputs that are produced by the implementation back to the output
action of the test case. Then the ioco relation is used to check the conformance
between the actual outputs of the real implementation and the expected outputs of
the test cases.

5.3 AETG

The Automatic Efficient Test Generation (AETG) [26] is a tool used to generate
efficient test cases from user defined test requirements. The main contribution of this
tool is to reduce the number of test data needed for the input test space. It also
supports n-way testing (n parameter values are covered in the test cases). However,
the oracle of the test cases should be provided manually by the user. AETG has been
used to generate test cases for different kinds of applications such as an ATM network
performance monitoring system, and in telephone systems.

5.4 Conformiq Qtroniq

Conformiq Qtroniq [43] is founded in 1998, Finland. It is a product of Conformiq
Software Ltd. It is used to automatically derive functional test cases from the system
model. The model in Conformiq Qtronic is expressed as a collection of Statecharts
diagrams with blocks of Java and C]. In this tool test cases can be generated online
or offline by using a symbolic execution algorithm. The test cases are presented as a
sequence of timed messages. Then, the test cases are mapped into TTCN-3 format.
There are various coverage criteria available in this tool in order to generate test
cases such as state coverage, arc coverage, condition coverage, requirements coverage,
etc. The expected outputs of the test cases are also automatically generated from the
system model.

5.5 LTG

LEIRIOS Test Generator (LTG) [19] is an industrial tool developed in the laboratory
of computer science of the University of Franche-Comte’ (LIFC). It focuses on testing
the functional behavior of smart card applications.
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In LTG, the functional behavior of the application under test can be specified
with Statecharts, the B notation, and UML class and state diagrams. This functional
model is validated by simulating its execution using the LTG model animator. After
that, test cases are automatically generated using symbolic execution of the model or
by using a search algorithm. There are different coverage criteria that can be used
in this tool to generate test cases. For example, if the model is presented in UML
diagrams then for example all the transitions, all transition pairs criterion can be
used. If B notation is used as a model of the system, then all-effect, all pair of effect
can be used as a test coverage criterion. After that, test cases are automatically
translated into test scripts. Each of the test cases includes its expected outputs, so
the conformance is automatically computed.

5.6 JUMBL

J Usage Model Builder Library (JUMBL) [61] has been developed by the software
Quality reliability Laboratory of the University of Tennessee. JUMBL uses statistical
usage testing to evaluate the reliability of DSs. The tool does not have a usage model
editor. However, it allows the user to specify the model in a variety formats e.g. The
Model Language (TML), and Common Separated Value (CSV). The tool uses the
Chinese post man algorithm to generate test cases from the usage model. In JUMBL
test cases are presented using Test Case Markup Language (TCML) (an extension of
XML). In this tool, test oracles provided by the user. The tool has been applied to
scientific application software in [71, 67].

5.7 A Comparison Between Different MBT Tools Based on
the Classification

In general, in MBT there are 4 main phases. These phases are:

1. Build the model.

2. Generate test cases.

3. Execute the test cases.

4. Check conformance.

In [77], Utting et al specify several criteria for the classification of MBT. Four of these
criteria are related to phase 1, two criteria to phase 2, and one criterion to phase 3.

40



The classification is used to compare different MBT tools.
In [77], the authors’ classification does not include a criterion for phase 4. Moreover,
the classification does not include the purpose of testing. In addition, the test case
notation does not used as a criterion for phase 3. Therefore, three other criteria
will be added to the classification. Moreover, other tools are added to the tools that
Utting et al mentioned in their paper. To summarize, the new three criteria are:

• Checking conformance: This criterion is used to classify how different MBT
tools check the conformance between the actual and the expected outputs of
the system under test. In other words, how the tools determine whether a
test case is pass or fail. There are different ways to check conformance, for
example, some tools use conformance relation theory. For example, TorX and
Spec Explorer use ioco conformance relation. Other tools use test oracles to
check conformance. Test oracle can be generated automatically by the tool or
they can be provided manually by the user. Moreover, conformance can be
decided by the human.

• The purpose of testing: As we have seen in the previous sections, systems
can be tested for different purposes. For example:

– Testing the functional properties of the system: The model in this kind of
testing represents the behavior of the main functions of the system under
test.

– Testing non-functional properties of the system: As we have seen in the
previous sections, we can test the performance, security, reliability, etc
properties of the system. For example if we are going to test the security
of the system, then the model will represent the security requirements of
the system under test.

• Test case paradigm: This criterion is used to describe the notation of the
test cases. There are different notations that can be used to describe the test
cases e.g. FSM, sequence of operations, input output labeled transition systems,
TTCN-3, etc.

Table 5 compares different MBT tools based on Utting et al’s modified classification.
Also, three other tools are added to the tools presented in Utting et al paper [77],
these tools are: Spec Explorer [23], Conformiq Qtronic [43], and TAF [15].
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6 Conclusion

During the MBT (Model-Based Testing) process the testers use a model that is built
from the requirements of the system and its environment in order to describe the
abstract behavior of the system under test. Then the model is used to automatically
generate test cases. These test cases are executed in the system. After that, a
comparison between the actual and expected outputs is done. We have described
these major activities of MBT. Moreover, several potential problems are presented in
this paper.

Distributed systems (DSs) consist of a number of independent components running
concurrently on different machines that interact with each other through communica-
tion networks to meet a common goal. Testing DSs is more difficult than centralized
systems. Difficulties of testing DSs are also highlighted in this paper.
Testing non-functional properties of DSs such as security, reliability, performance,
etc. using MBT technique is an interesting field for research. For example, a lot of
research has been done to specify the performance model of the system under test, but
still we do not have a tool used to evaluate the performance of DSs. Moreover, Dias
Neto et al [55], present that several types of non-functional qualify attributes of DSs
such as usability, maintainability, and portability have not been tested using MBT.
This paper summarizes how MBT can be used for testing different non-functional
properties of DSs such as performance, security, correctness, and reliability.
As we have seen in this paper, the classification of MBT proposed in [77] is suitable
to compare between different MBT tools. However, three new different criteria are
added to this classification in this paper. These criteria are: test purpose, test cases
paradigm, and the way the tool checks the conformance between the expected out-
puts and actual outputs. We have gathered information about 8 different MBT tools
and compared them (4 of them listed in [77]). Some of these tools are academic and
others are commercial. Moreover, some of them are used for testing the functional
properties of the system, others for testing the non-functional properties of the system
under test. This paper can be used to guide the reader to relevant publications in
MBT. Moreover, it highlights potential problems, and how MBT can be used to test
different non-functional properties of DSs. Furthermore, this research raises several
interesting questions suitable for future work.

6.1 Future Work

The following topics could be considered for future work:
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• Most of the theories and tools of MBT have been used to test the functional
properties of the software under test. MBT for non-functional properties such
as security, reliability, usability, performance, etc is still an interesting field for
research.

• There is no technique that can be used to build different models for different
quality attributes of DSs. Maybe it is difficult to do that or impossible.

• In [32], El-Far presents some of the modeling notations and discusses in which
applications they are suitable as suggested based on his experience. But still
we do not have specific criteria to say this kind of notation of the model is the
best for this kind of system. Same remarks apply to the choice of test coverage
criteria to select the test cases.

• We need additional work for merging different kinds of models to build a model
that allows the testers to generate test cases which cover most aspects of soft-
ware under test behavior. In [14] sequence diagrams and state diagrams are
integrated to take the advantages from both kinds of diagrams.

• Detecting deadlock in DSs is difficult. We could not find a paper talking about
using the MBT activities to detect deadlock in DSs. In [25], we have seen how
to use models to avoid deadlock in a DS. So still we do not have a technique
that uses all the activities of MBT to detect deadlock in DSs.
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