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ABSTRACT  

 
Extensible Markup Language (XML), which provides a flexible way to define semistructured 
data, is a de facto standard for information exchange in the World Wide Web. XML employs a 
tree-structured data model. Therefore, an XML query typically consists of two parts: structure 
constraints and a value predicate. Furthermore, an XML query may be either a simple single-path 
query with or without a predicate, or a complex twig (branching) query with or without a 
predicate. Indexing plays a key role in improving the execution of a query. In this chapter we give 
a brief history of the creation and the development of the XML data model. Then we discuss the 
three main categories of indexes proposed in the literature to handle the XML semistructured data 
model. Finally, we discuss limitations and open problems related to the major existing indexing 
schemes. 
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1.  INTRODUCTION 
 

XML is becoming the dominant method of exchanging data over the Internet. It was endorsed as 
a W3C recommendation in 1998 (Bary, Paoli, & Sperberg-McQueen, 1998). Its roots go back to 
SGML (Standard Generalized Markup Language) (Bary et al., 1998). SGML is an international 
standard since 1986 (ISO 8879). SGML is a meta-language, that is, it can be used to create new 
languages in order to describe any kind of information. The differences between SGML and 
XML arise from the aim to develop a meta-language especially for the needs of the Web and to 
promote the fast establishment of this language on the Web (Sturtz Electronic Publishing [STEP], 
1998). XML’s implementation, for example, is much simpler than that of SGML and a DTD 
(Document Type Declaration) does not have to be used with XML documents.  

 
XML poses a nested hierarchical nature. An example XML document is illustrated in Figure 

1. It is based on DBLP (The DBLP Computer Science Bibliography, 2009), a popular computer 
science bibliography dataset. We use small sets of sample data in this chapter in order to keep our 
examples simple. The data-tree shape in Figure 2 represents the data in the XML document of 
Figure 1. 

 
A DTD is used to specify some restrictions on XML data such as, among other things, the 

relationship between elements and types of elements  (Bary et al., 1998). XML Schema 
(Thompson, Beech, Maloney, & Mendelsohn, 2004) is an extension to DTD and has been 
supplied with many features to overcome some of the limitations of DTDs (Carey, 2004). Both 
DTD and XML Schema are analogous to a schema in relational Database Management Systems 
(DBMS). Even with the presence of a DTD and/or an XML Schema, XML data is considered as 
semistructured. This is due to the possible use of the “any” Type of contents in DTD and the 
<any> Element in XML Schema, both of which extend an XML document with arbitrary 
elements (Carey, 2004; Kaushik, Shenoy, Bohannon, & Gudes, 2002; Thompson et al., 2004). 

 
There are many advantages to the XML data model compared with traditional data models 

like the relational model (Gou & Chirkova, 2007; Boag, Chamberlin, Fernandez, Florescu, Robie, 
& Simeon, 2007). The structure is integrated with the data in an XML document, whereas, the 
relational model relationships are represented by foreign keys. Therefore, it is easier to use XML 
as an intermediate language for exchanging data in the World Wide Web. Also, unlike the 
relational approach, the XML data model adapts easily to the evolution of the data structure in a 
database. Finally, the XML data model is flexible for querying data. This kind of flexibility does 
not exist in SQL (Structure Query Language) (Abiteboul, 1997). 

 
Nevertheless, these advantages come with a cost.  Since the repetition of data is irregular due 

to missing and/or repeated arbitrary elements, as explained above, its storage structure can be 
scattered over many different locations on the disk, which decreases the performance of XML 
queries (Chung, Min, & Shim, 2002). Furthermore, the flexibility of specifications of the XML 
queries (e.g. use of wild cards) adds to the challenge of indexing methods ( Wang, Park, Fan, & 
Yu, 2003; Zou, Liu, & Chu, 2004). Also, the fact that XML documents contain the data mixed 
with the structure imposes a huge challenge in navigating the structural relationships among 
XML element sets (Jiang, Lu, Wang & Chin Ooi, 2003).  
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Since the creation of the XML Standards in 1998 (Bary et al., 1998), much research has been 

carried out to deal with these challenges. Some of them, as in the XML Lore data model 
(Goldman, McHugh, & Widom, 1999), are based on semi-structured data models such as the 
Object Exchange Model (OEM) where data in this model can be thought of as a labeled directed 
graph (Abiteboul, Quass, McHugh, Widom, & Wiener, 1997; Abiteboul, 1997; McHugh, 
Abiteboul, Goldman, Quass, & Widom, 1997). Others, such as the work by McHugh and Widom 
(1999), have explored the previous work on Object-Oriented query languages and extended it to 
permit several, possibly interrelated, path expressions in a single query (Gardarin, Gruser, & 
Tank, 1996) to be considered in the optimization instead of considering only one path. While the 
vast majority of the approaches that have been suggested to manipulate XML data are based on 
the relational data model (Zhang, Naughton, Dewitt, Luo, & Lohman, 2001; Tatarinov, Viglas, 
Beyer, Shanmugasundaram, Shekita, & Zhang, 2002; Florescu & Kossmann, 1999), other 
research efforts have explored the possibility of using Informational Retrieval (IR) technology 
(Zhang et al., 2001; Dong & Halevy, 2007; Zou et al., 2004; Guo, Shao, Botev, & 
Shanmugasundaram, 2003; Xu & Papakonstantinou, 2005; Weigel, Meuss, Bry, & Schulz, 2004), 
inverted files (Salton & McGill, 1983), and Patricia (Practical Algorithm To Retrieve Information 
Coded In Alphanumeric) Tries (Cooper, Sample, Franklin, Hjaltason, & Shadmon, 2001).  

 
It is worth mentioning here that some researchers emphasize the fact that database technology 

has to be integrated with IR technology in order to manage XML data most efficiently (Baeza-
Yates & Consens, 2004; Mariano & Baeza-Yates, 2005; Amer-Yahia, Baeza-Yates, Consens, & 
Lalmas, 2007). IR technology can be used to handle the unstructured text contents of XML 
documents, while the database technology can be used to handle the structure part of XML 
document. 

 
One of the main differences between XML data and relational data is the variety of structural 

relationships between various elements in XML data (Che, Aberer, & Ozsu, 2006). Basically, the 
most used relationships between XML elements are ancestor, parent, sibling, child, and 
descendent relationships, which can be used to infer other types of relationships. These  
relationships are required to manipulate XML data efficiently, however, they add more 
complexity to the XML data model. As a result, they make the creation of a universal structural 
index that reflects all of these relationships efficiently quite a challenging task. In the relational 
approach, on the other hand, the relationships are much more limited between different elements 
in different tables. 

 
The best way to judge the strength of an indexing technique is to compare it with other 

techniques using common criteria that are applicable for all of them and can act as a benchmark. 
The main contributions in this chapter are: 

 
• We use common criteria to summarize the characteristics of the most popular indexing 

techniques used for XML databases. 
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• We classify graph indexes is a novel way. Our classification is based on the presence/degree 
of determinism and the bisimilarity direction(s) of indexing, which control the size of an 
index and its query answering power, respectively. 

 
In the remainder of this chapter we discuss a number of approaches to XML indexing. We first 

review the XML data models, which are used throughout this chapter, and XPath query language, 
which is one of the dominant query languages for XML. We next explain the three major 
indexing techniques used for XML data, namely, Node index scheme, Graph index scheme, and 
Sequence index scheme. We conclude our chapter in section 4. Comparative evaluations of these 
approaches are included in the context of the discussion of each approach. We divide the 
comparison criteria into four basic groups:  

 
• Retrieval power, which includes the precision and completeness of the result, and the type 

of queries supported.  
• Processing complexity, which covers topics related to the need to compute the relationship 

between elements (such as the parent/child and the ancestor/descendent relationships), the 
need for structural joins to answer a query, and the need for additional refinement steps to 
fine-tune answers. 

• Scalability of the index and its adaptability to queries with different path lengths. 
• Update cost, which is measured by the number of nodes that are touched during update.     
 
 
 

2.  BACKGROUND 
 

XML documents can be represented as directed graphs, which consist of vertices and edges. For 
example, the directed graph in Figure 2 is an instance of a graph data model that represents the 
XML document in Figure 1. The “mapping” of an XML document to a graph may result in an 
acyclic graph (e.g. Figure 2), which is tree shaped, or it may result in a cyclic graph (e.g. Figure 
7). While some indexes support all graph data (cyclic and acyclic graphs), others support only the 
tree-shaped data (acyclic graphs). In this section, we first review the main models for 
semistructured documents. These models are used throughout this chapter to illustrate the 
forthcoming concepts in XML indexing. We then review the XPath query language, which is 
used in this chapter to illustrate the characteristics of XML indexes, and how they can be used to 
query XML databases. 

 
 
 

2.1  Data Models 
Gou and Chirkova (2007) identify four basic data models to represent the hierarchical structure of 
XML documents: edge-labeled tree data model, node-labeled tree shaped data model, directed 
acyclic graph (DAG) data model, and directed graph with cycles.  
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2.1.1  Edge-Labeled Tree Data Model 
 

Figure 2 is an example of an edge-labeled model for the XML document in Figure 1. Each edge 
represents an element or an attribute in the XML document. For example “author” is an element, 
and “@reviewer” is an attribute. The leaf nodes represent the values of the elements or attributes. 
For example “Ahmad” and “Wang” are values for the “@reviewer” attribute and “author” 
element, respectively. The same attribute name can not be repeated under the same element. 
Attributes are unordered and can not be nested as in elements. The element in the fifth line in 
Figure 1 is an example of an empty element.  

 

 

 

Figure 1.  DBLP like XML document 
 
Note that in a tree structure an element can not have more than one parent. The same tag name 

can be repeated along a path (i.e. an element may have a child/descendent element and/or a 
parent/ancestor element with the same tag name(s)). This is known as recursion, which requires 
special attention during the evaluation processes of an XML query.  

 

 
 

Figure 2.  Edge-labeled data-tree 
 
 

2.1.2  Node-Labeled Tree Data Model 
 

Figure 3 is an example of a node-labeled data-tree for the XML document in Figure 1. As in the 
edge-labeled model, it contains three main components: elements, attributes and values. The main 
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difference is that a node in the node-labeled tree represents an element as opposed to an edge in 
the edge-labeled model. For both edge-labeled and node-labeled models the hierarchal and 
nesting structure is self-evident in the trees that they represent.  

 

 
 

 Figure 3.  Node-labeled data-tree 
 
 
 

2.1.3  Directed Acyclic Graph Data Model 
 

Generally, the directed acyclic graph data model uses ID/IDREF tokens to identify an attribute 
type of an element. The ID/IDREF tokens are provided by the XML language via DTD. Figure 4 
is a modified version of the XML document in Figure 1. Note the use of ID/IDREF and its effect 
on the corresponding DAG in Figure 5 (the dashed arrow from node 4 to node 2). Unlike the tree 
structure, a single node can be referred to by two or more elements in the DAG model (e.g. node 
number 2 in Figure 5).  ID/IDREF is similar to the key/foreign key relationship in the relational 
data model.   
 

 

 
 

Figure 4.  DBLP like XML document with ID/IDREF 
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Figure 5.  Directed acyclic graph data model 
 
 

2.1.4  Directed Graph with Cycles Data Model 
 

If we add an IDREF from the “book” element (“recommend=2”, line number 2 in Figure 6) to the 
“paper” element (“ID=2”, line number 5), a cycle is formed. This is also popular in XML, but it 
adds more complexity in query processing of XML data. The result is a directed cyclic graph as 
illustrated in Figure 7.  
 

 

 
 

Figure 6.  DBLP like XML document with ID/IDREF 
 

 
 

Figure 7.  DBLP Directed graph with cycles data model 
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2.2  X-Path  
Many APIs (Application Program Interfaces) have been proposed to access XML data, such as 
the standard Document Object Model (DOM) (Goldman, McHugh, et al., 1999) and Simple API 
for XML (SAX) (Megginson & Brownell, 2004). DOM XML has been defined to enable XML to 
be manipulated by software (Goldman, McHugh, et al., 1999). The DOM defines how to translate 
an XML document into data structures and thus can serve as a starting point for any XML data 
model. DOM and SAX are language-independent programmatic APIs (Freire & Benedikt, 2004). 
Whereas DOM creates an in-memory representation of an XML document, SAX provides 
stream-based access to documents. As a document is parsed, events are fired for each open and 
close tag encountered. Thus, in contrast to DOM, SAX only supports read-once processing of 
documents. 
 

However, neither one of these APIs provides enough capabilities to manipulate and query 
XML data. Motivated by this fact, a more flexible query language, named XPath (XML Path 
Language) (Clark & DeRose, 1999) was proposed. Unlike other XML query languages, XPath, in 
addition to being able to support the main child axis “/” and the descendant axis “//”, defines and 
supports another eleven types of axes: parent, ancestor, ancestor-or-self, descendant-or-self, 
following, following-sibling, preceding, preceding-sibling, attribute, self, and namespace. In this 
chapter we concentrate on the child “/” and descendent “//” axes. 

 
XQuery is the other dominant language for querying XML data (Vakali, Catania, & 

Maddalena, 2005). Both XQuery and XPath were developed and recommended by the W3C. 
Furthermore, a version of XQuery (Version 1.0, 1997) is based on XPath (Boag et al., 2007).  

 
XPath provides operators for path traversals in an XML tree-shaped document. Path traversals 

result in a collection of subtrees (forests), which may be repeatedly traversed until a designated 
destination node is reached. Starting from a specific node, an XPath query navigates its input 
document using a number of location steps. For each step, an axis describes which document 
nodes (and the subtrees below these nodes) form the intermediate result forest for this step using 
one of the above mentioned 13 axes. 

 
As was mentioned in the introduction, an XML query may be either a simple single-path 

query with or without a predicate, or a complex twig query with or without a predicate. A 
complex twig query with a predicate specifies patterns of selection on multiple elements related 
to one another by a tree structure. For example, “q1” below is a simple path query.  

 
q1: /Bib/paper/author 
 
If we run this query against the XML document in Figure 3 above, it returns the texts “Sarah” 

and “Wang” which are the values of the “author” elements under the “paper” elements under the 
“Bib” element. Query “q2” illustrates the use of the descendent axis. 

 
q2: /Bib//author 
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This query returns {“Tim”, “Sarah”, “Wang”}, which represents all author elements under the 
top-level “Bib” element. Query “q3” is an example of a complex twig query.  

 
q3: //paper[/reviewer=“Ahmad”]/author  
 
This query asks for the author of a paper that has a reviewer “Ahmad,” and the query returns 

the author “Wang.” It demonstrates the flexibility that XPath provides which is not available with 
the relational data model. It allows us to query about a paper without concern for where the paper 
is located within the tree structure. However, it adds more complexity to the query language 
where an effort has to be made to locate the “paper” element through some indexing scheme, or 
else an exhaustive search has to take place if an index is not available. 

 
In “q3” we also see an example of using a predicate in an XPath query. Multiple predicates 

could be used in an XPath query. Path patterns for the above three XPath queries are shown in 
Figure 8. In this figure, a circle represents an element, the edges between elements represent the 
parent/child relations, the edges that are marked with an “=” sign represent the 
ancestor/descendent relationships, and the nodes with the question marks are the output nodes. 
(Gou & Chirkova, 2007).    

 

 
 

Figure 8.  Schematic representation of XPath queries. 
 
 

3.  STRUCTURAL INDEXING SCHEMES FOR XML DATA 
 

The structural index of an XML database is analogous to the schema of a relational database. 
Both of them reflect the relationship between different parts of the data, and they are used to 
validate the legitimacy of a query before executing it. For example, in the case of XML structural 
indexes, some index types such as a graph index are used to determine if an XML path exists, 
before going any further in the query processing for both simple path queries and complex path 
queries (with branching elements). In this section, structural indexes for XML are analyzed in 
detail.    

Generally, structural indexes can be grouped into three categories:  
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• Node indexes  (Li & Moon, 2001; Zhang et al., 2001; Grust, 2002): These schemes depend 
on many labeling approaches including interval labeling (Dietz, 1982), and prefix labeling 
(Tatarinov et al., 2002; Online Computer Library Centre, 2008; Yang, Fontoura, Shekita, 
Rajagopalan, & Beyer, 2004; Lu, Ling, Chan, & Chen, 2005). Both of these labeling 
approaches are best suited for tree shaped data.  

• Graph indexes: These schemes contain indexes that cover either path queries only 
(Polyzotis, Garofalakis, & Ioannidis, 2004; Chung et al., 2002; Cooper et al., 2001; 
Goldman & Widom, 1997), or both path and twig queries (Kaushik, Bohannon, Naughton, 
& Korth, 2002; Wang, Wang, Lu, Jiang, Lin, & Li, 2005). We divide graph indexes in this 
chapter into three types depending on their deterministic property and bisimilarity 
direction(s) (see Graph Indexing Schemes section). 

• Sequence indexes ( Rao& Moon, 2004; Wang, Park, et al. 2003; Wang & Meng, 2005): 
They interpret the whole query as structured series of sequences and search for a match in 
the structured encoded sequence of an XML document.   

 
Please note that the term “path indexes” is used in the literature to refer to different things. 

Sometimes it refers to graph indexes in general or to specific types of graph indexes (the 
deterministic graph indexes and the non-deterministic backward bisimilar indexes), and 
sometimes it may refer to some types of node indexes (prefix indexes). In this chapter we prefer 
not to use the term “path indexes” and use the specific terms above in order to eliminate any 
ambiguity.  

 
 

3.1  Criteria for Evaluation of Structural Indexing Schemes  
We evaluate the indexing schemes according to a common set of criteria. These criteria are 
chosen in a way to help users decide which indexes are most suitable for their needs by 
identifying the characteristics that these indexes support, such as accuracy, completeness, 
response time, scalability, and adaptability. We use the following criteria:  

 
• Precision: When a query is evaluated, the returned answer is dealt with in one of the 

following two ways: (1) We consider this answer complete, precise, and the final one; (2) 
We consider this answer as a primary answer and pass it to further post-processing stage(s) 
to double-check the precision of the initial returned answer before approving it. Obviously, 
the first option is more efficient if the measurements of time taken to produce the initial 
answer for the two options are approximately equal. A structural index is precise if and only 
if it does not return any false answers. In other words, the returned answer does not contain 
any incorrect answers, among the correct answers. Precision is considered for both path 
queries and twig queries.  

• Recall: This is the probability that all relevant documents are retrieved by the query. If the 
recall achieved is 100%, we say that the result is complete. A structural index supports a 
complete answer if it guarantees that the returned answer for a given query contains a 
complete set of all possible answers. In other words, the returned answer may be a superset 
of the correct answer. This criterion is important, because we do not want to miss any part 
of the correct answer. The surplus parts of the result can be eliminated by some post-
validation step. Recall is considered for both path queries and twig queries. 
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• Processing complexity: This criterion covers different kinds of complexity depending on the 
type of indexing scheme that is used. It covers topics such as the primary processing 
procedure and the additional processing cost of required joins. 

• (A) Scalability: Large indexes may involve many I/O accesses. These accesses increase the 
processing time of a query. Some indexes expand linearly with the size of the source data, 
while others increase exponentially with the size of the data. The second type imposes 
restrictions on the data growth.  
(B)- Adaptability: Graphical indexes partition the data into equivalence classes based on 
their determinism and bisimilarity (backward bisimilarity or forward and backward 
bisimilarity). Two nodes are backward bisimilar if they share the same incoming paths. The 
bisimilarity can be specified by a factor “k”. Two nodes are backward k-bisimilar if they 
share the same incoming paths of a length = “k.” Setting the value of “k” to a small value 
results in a small index, while a large value of “k” results in a large index.  The length of the 
path in queries varies depending on the users’ needs. If a graph index is used regularly to 
evaluate short-path queries, then a small k-value index is sufficient. In contrast, long-path 
queries need a large k-value index. Based on these observations, and depending on the 
queries, it would be useful if the size of the index could be adjusted by a given parameter 
“k” that represents the length of bisimilarity according to the users’ need.  

• Type of queries supported:  The two types of XML queries are path queries and twig 
queries. 

• Update cost of insertion of a node or a subtree: The nodes in a given tree index have to be 
maintained in a certain organization in order to reflect ancestor/descendent, parent/child, 
and sibling relationships. When a new node is inserted into the tree, these relationships have 
to be preserved. Consequently, the index has to reflect its position with regard to these 
relationships, which adds more complexity, especially if there are no gaps in the numbering 
scheme that is used to label nodes. We study two types of updates: (1) the insertion of a 
node, which represents a small incremental change for an edge addition (for all indexing 
schemes); (2) the insertion of a subtree, which represents the addition of a new file (for 
some indexing schemes).  
 

 
3.2  Node Indexing Schemes 
Node indexes hold values that reflect the nodes’ positions within the structure of an XML tree. 
They can be used to find a given node’s parent, child, sibling, ancestor, and descendent nodes. 
These numbers can be used to solve simple path and twig path queries. Paths are solved through 
many steps. At each step a structural join is performed between two nodes starting from one end 
of the path and finishing at the other end (Al-Khalifa, Jagadish, Koudas, Patel, Srivastava, & Wu, 
2002; Bruno, Koudas, & Srivastava, 2002; Chien, Vagena, Zang, Tsotras, & Zaniolo, 2002; Li & 
Moon, 2001; Zhang et al., 2001). Structural joins are explained in Index for Structural Joins 
section. 

 
Labeling (numbering) schemes were used prior to the creation of XML to reproduce the 

structure of a tree (Dietz, 1982). Two of the most widely used types of schemes are interval 
(a.k.a. region) labeling and prefix (a.k.a. path) labeling. In the following, we take the (Beg, End) 
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labeling scheme as an example of the first type and the Dewey labeling scheme as an example of 
the second type.  

 
 

3.2.1  Criteria for Evaluation of Node Indexes  
 

In addition to the evaluation criteria listed in Criteria for Evaluation of Structural Indexing 
Schemes section, we refine the processing complexity criterion into the following criteria that are 
applicable specifically to node indexing schemes. 

 
Processing complexity: 
• Relationship computation: To confirm a relationship between two given nodes, certain 

operations have to be performed. These operations depend on the type of the relationship. 
They also depend on the type of the labeling scheme that is used. 

• Relationships supported: Basically there are three types of relationships: 
o  Ancestor/descendent relationship: This relationship is needed to solve queries with 

the “//” axis. 
o  Parent/child relationship: It is useful to solve queries with the “/” axis. 
o Sibling relationship: In some cases, a group of sibling nodes form an answer for a twig 

query. For example, finding the name of the author of the paper with 
reviewer = “Ahmad” in Figure 3. 

•  Ability to infer parent/ancestor and child/descendent nodes: There are two approaches for 
solving queries, especially the ones with predicates, that is, top-down and bottom-up. A 
bottom-up approach is useful when the parent/ancestor nodes of a matched leaf node, for a 
given query, can be inferred from the matched leaf node. Also, identifying child/descendent 
nodes is helpful when the top-down approach is used to solve a query. 

• Data type used in indexing scheme: Comparing different data types involve different 
algorithms with different operations. As an illustration, comparing two numbers usually 
requires less time than comparing two sequences of strings.   

 
 

3.2.2  Interval Labeling Scheme  
 

The (Beg,End) and (Pre,Post) labeling schemes are examples of interval labeling scheme. Zhang 
et al. (2001) introduce the (Pre,Post) labeling scheme – which was invented by Dietz in 1982 – to 
index the elements in a document. They assign a pair of numbers to each node that represents the 
pre-order and post-order traversal number of an XML tree. The (Beg,End) labeling scheme is 
basically the same. It assigns a pair of numbers to each node in an XML document according to 
its sequential traversal order as follows. Starting from the root element, each element, attribute of 
an element, value of an attribute, and value of an element is given a “Beg” number according to 
its sequential position in the document. When we reach the end of an attribute or an attribute 
value, we assign to that attribute or attribute value an “End” number (which is equal to the next 
available sequential number) before moving to a new element in the XML document. When we 
reach the ending tag of an element, we assign the “End” number for it (which is equal to the next 
available sequential number). Since the value of an element is a leaf node, the “Beg” number of 
this value is equal to the “End” number. Figure 9 is an example of (Beg,End) labeling scheme for 
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the XML document in Figure 1. The beginning and the ending numbers imply the positions of the 
opening tag (<..>) and the closing tag (</..>), respectively, in an XML document. 

 

 
 

Figure 9.  (Beg,End) Labeling Scheme 
 
This labeling scheme enables us to find the ancestor-descendant relationship as indicated in 

“property 1” below. A “Level” is added to the (Beg,End) label to form a node-triplet 
identification label (Beg,End,Level) for each node in the tree, where “Level” represents the depth 
of an element in the tree (Zhang et al., 2001). This triplet identification label is used to infer the 
parent-child relationship as indicated in “property 2.” 

 
Property 1 (Ancestor-descendant relationship): In a given data-tree, node “x” is an ancestor 
of node “y” iff x.Beg < y.Beg < x.End.  
For example, in Figure 9, node (1,22) is an ancestor of the node (3,5). 

 
Property 2 (Parent-child relationship): In a given data-tree, node “x” is a parent of node “y” 
iff (x.Beg < y.Beg < x.End and y.Level = x.Level + 1.  
For example, in Figure 9, node (1,22,1) is a parent to the node (2,6,2). 

 
The interval labeling scheme (Beg,End) can be used to solve a twig query by leveraging the 

power of relational DBMS technology, and by using “structural joins” (shortly “joins”). Zhang et 
al. (2001) use inverted lists of a node-shaped data-tree to solve XML queries. They shred XML 
documents into relational tables with the fixed schema (Label, Beg, End, Level, Flag, Value) 
(Gou & Chirkova, 2007). Table 1 is an example that represents the relational table of the 
shredded XML document of the node-label tree in Figure 9. Instead of storing all shredded tuples 
in the same table, we can extend this approach to a binary approach in which shredded tuples are 
grouped in separate tables that are based on “Label” types.  
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Table 1.  A node table of the XML data in Figure 9 
 
Figure 10 shows the SQL transformation of the query “q3” below. This transformation is 

based on the binary approach of the node-labeled tree data. Because this approach is based on 
(Beg,End) labeling scheme, it uses inequality comparisons to find the Ancestor/Descendent and 
the Parent/Child (containment) relationships.  

 
q3: //paper[/reviewer=“Ahmad”]/author  
 

 

 
Figure 10.  SQL equivalence of  “q3”  using binary approach of node-labeled tree 

 
 
The relations that are supported by the node approach are the parent/child (“/”) and the 

ancestor/parent (“//”) relationships. The (Beg,End,Level) labeling scheme, in Table 1, is used to 
infer the relationship between only two nodes at a time. It requires only a single comparison to 
infer any of these two relations; however, the number of joins required to evaluate an XML query 
by using the previous relational node approach is equal to the number of nodes in the query minus 
one, which is high for large twig queries. Furthermore, the inequality operator that is used in the 
join operations is designed for relational DBMSs, and is unsuitable for the joining of XML 
elements. Motivated by these shortcomings of the relational approach, many native approaches 
have been developed to query an XML document more effectively(Gou & Chirkova, 2007; Zhang 
et al., 2001; Al-Khalifa et al., 2002; McHugh & Widom, 1999).  

 
The (Beg,End) labeling scheme is used to solve both path queries and twig queries. For a 

given query, the relationship between any two nodes within a path in the query is investigated 
separately because this indexing scheme’s granularity is defined at the level of each node and 
hence the answer for a given query will be precise and complete.  

Label (Tag) Beg End Level Flag (Type) Value

book 2 6 2 Element Null

author 3 5 3 Value Tim

paper 7 8 2 Element Null

… … … … … …

paper 14 21 2 Element Null

reviewer 15 17 3 Attribute Ahmad

Select author.Value
From   paper,reviewer,author 
Where  paper.level=2                and

paper.start<reviewer.start   and 
reviewer.start<paper.end     and
paper.level+1=reviewer.level and
paper.start<author.start     and
author.start<paper.end       and
paper.level+1=author.level   and
reviewer.Value=“AHMAD”
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Since the nodes’ index numbers are chosen sequentially, or randomly in an increasing order, 

and the tree is not necessarily balanced, there is no way to locate the siblings of a given node, 
using only the knowledge of its index numbers. Furthermore, the exact ancestor and descendent 
index numbers of a node can not be inferred. It is possible to know the range within which the 
parent/ancestor or the child/descendent nodes are located, but the exact number of these nodes 
can not be determined. 

 
Temporal XML databases are based on persistent (immutable) labeling schemes. Once a node 

is given an index number (e.g. “Beg,End” numbers), it remains unchanged throughout its lifetime. 
Persistent labeling is useful for examining changes to the contents of a data source over time by 
reviewing historical data. The paper by Cohen, Kaplan, and Milo (2002) is an example of the 
early work in this area. 

 
Unlike a prefix labeling scheme, which we explain in the next section, the interval labeling 

scheme is best used for immutable encoding. Some “durable” schemes, for example Li and Moon 
(2001), suggest leaving gaps between the interval values for new nodes to be inserted. These 
durable approaches may provide intervals for a certain number of new nodes equal to the gap 
size. After filling these gaps, renumbering or other solutions become inevitable. Cohen et al. 
(2002) proved immutable (persistent) labeling, which preserves the order of an XML tree, 
requires O(n) bits per label where “n” is the size of the tree. The complexity is measured in the 
size of the interval labels because this size determines the total size of the index. It is desirable to 
keep the used number of bits small enough so that the index can fit in memory. Several 
researchers including Silberstein, He, Yi, and Yang (2005) and Chen, Mihaila, Bordawekar, and 
Padmanabhan (2004) have designed dynamic labeling structures for interval indexes that allow 
relabeling by using only O(log n) bits per label.  

 
Fortunately, interval labeling schemes require modest storage space. Regardless of the depth 

of the data-tree, each node is represented by only two numbers, and we can determine the 
relationship between any two nodes in constant time by using a comparison operation between 
the index numbers. Nevertheless, updating the labeling (numbering) scheme of these types of 
indexes is costly. When a new node is inserted into the tree, then all the nodes in the tree, except 
the left sibling subtrees of the inserted node, have to be updated.   

 
Surveying all the variations of interval labeling is beyond the scope of this chapter. In the 

following, we list a few of the variations. Dietz (1982) pioneered the labeling of an ordered tree 
(Gou & Chirkova, 2007; Li & Moon, 2001). He used (Pre-order, Post-order) numbers to label 
(index) the nodes of a data-tree. Pre-order sequence is based on traversing the tree recursively 
from the root “R” to subtrees rooted at “R” in a depth-first direction. Post-order sequence is based 
on traversing the tree in an opposite direction to that given in preorder sequence. A vertex “x” is 
an ancestor of “y” iff “x” occurs before “y” in the pre-order traversal of the tree and after “y” in 
the post-order traversal. Li and Moon (2001) propose the (Order,Size) labeling scheme. The 
“Order” part is based on a preorder traversal, and the “Size” part is an estimate of the number of 
the child/descendent nodes for a given node. This labeling scheme leaves room for expansion in 
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order to avoid re-labeling of the data-tree in case of insertion. Re-labeling may be delayed, but 
eventually it is required. It occurs more often if the data distribution in the tree is skewed. 

 
Tatarinov et al. (2002) discuss the possibility of using real numbers instead of integers to 

represent a position in their proposed Global order of XML trees and discarded this idea because 
there is a finite number of values between any two real values stored in the computer and using 
real values instead of integers does not make any difference. Later, Amagasa, Yoshikawa, and 
Uemrua (2003) used real numbers instead of integers to represent a region (interval) in node 
indexing. Similar to the (Order,Size) labeling scheme (Li & Moon, 2001), the real numbers 
approach only avoids node re-labeling as much as possible. If the number of insertions exceeds a 
specific limit, the nodes have to be re-labeled. Wu, Lee, and Hsu (2004) propose a novel labeling 
scheme that uses prime numbers to label nodes in an XML tree. In this approach, each node label 
can only be divided exactly (without remainder) by its own ancestor(s). 

 
 

3.2.3  Prefix Labeling Scheme 
 

Dewey labeling, which is an example of a prefix labeling scheme, is another coding scheme that 
was originally made for general knowledge classification (Online Computer Library Centre, 
2008). Tatarinov et al. (2002) introduce it to XML tree-shaped data. Each node is associated with 
a vector of numbers that represents the node-ID path from the root to the designated node. In 
addition to being classified here as a node index type, it can also be considered as a path labeling 
index since each node is represented as a complete path from the root to the indexed node.  
 

Figure 11 is an example of the Dewey labeling scheme for the XML document in Figure 1. 
Each node label represents the node location within a path by including its ancestors’ coding as a 
prefix (vertical coordinate), and it also includes the node number within its siblings of the same 
parent (horizontal coordinate). The level is implicitly included by counting the number of 
segments that are separated by a delimiter (dot in our example in Figure 11) in the Dewey label. 
 

 
 

Figure 11.  Dewey labeling scheme 
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To decide if a parent/child or an ancestor/descendent relationship exists, we perform a prefix 
matching operation on the index string. In a given data-tree, node “x” is an ancestor of node “y” if 
the label of node “x” is a substring of the label of node “y.” For example, node (0.3) is an 
ancestor of node (0.3.1.0). Unlike the (Beg,End) labeling scheme, the Dewey labeling scheme 
does not require any additional information in order to evaluate the parent/child relationship. For 
example, it is easy to see that node (0.3) is the parent of node (0.3.1). 

 
The sibling relationship can be computed in the same way without the need for any additional 

information (e.g. level number or parent ID). The Dewey label provides direct support for the 
sibling relationship. In a given tree, node “x” and node “y” are siblings iff nodes “x” and “y” have 
the same number of fragments in their labels (call it “n”) and  x.prefix = y.prefix (where the 
prefix length equal to “n” minus one). For example, node (0.3.0) and node (0.3.1) are siblings. 

 
Dewey labels are much easier to update than (Beg,End) labels. When a new node is inserted, 

only the nodes in the subtree rooted at the following sibling need to be updated (Tatarinov et al., 
2002). However, its storage size increases tremendously as the depth of the tree increases. 
Furthermore, as the depth increases, it becomes more costly to infer the parent/child or the 
ancestor/descendent relationship between any two arbitrary nodes because the string prefix 
matching becomes longer. 

 
Fisher, Lam, Shui, and Wong (2006) propose a dynamic labeling approach that can be applied 

to Dewey labels with identifiers of size O(log n) when there is type information in the form of 
DTD or Schema, where “n” is the size of the database. Similar to all labeling schemes, immutable 
Dewey labeling requires O(n) bits per label (Cohen et al., 2002). 

 
It is easy to infer the exact ancestor or descendent of a given node in Dewey labeling scheme 

indexes. For example, in Figure 11 the ancestors of the node (0.3.1) are the nodes that start with 
(0.3) or (0) prefix, and the descendents are the nodes that start with the (0.3.1) prefix such as node 
(0.3.1.0). Since the complete path is recorded within a node index, Dewey labeling scheme 
indexes return a precise and a complete answer for both path queries and twig queries. Path and 
twig queries need join operations in order to be solved, which is equal to the number of nodes in 
the query minus one.  

 
Many variants of prefix labels are proposed in the literature. O’Neil, O’Neil, Pal, Cseri, 

Schaller, & Westbury (2004) propose the ORDPATH labeling scheme that is similar to the 
Dewey labeling scheme, except that the child nodes of a given parent node are labeled by using 
odd numbers, and even numbers are used later for new insertion. In GRoup base Prefix (GRP)  
labeling scheme (Lu & Ling, 2004) the labels consist of two parts, namely, group ID and group 
prefix. Doung and Zhang (2005) propose Labeling Scheme for Dynamic XML data (LSDX), 
where the labels are a combination of numbers and letters. LSDX support the ancestor/descendent 
relationship as well as the sibling relationship between nodes. GRP and LSDX labeling schemes 
are persistent (immutable), therefore their label sizes can reach O(n) bits per label in the worst 
case. 
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3.2.4  Summary of Node Indexes 
 

Table 2 below contains a summary of the two types of labeling schemes. The precision of an 
index scheme could be either precise (does not return any false answers) or imprecise (may 
contain some false answers along with the correct answers). If the recall achieved is 100% then 
the result is complete, otherwise it is incomplete. Relationship computation is constant if we can 
determine the relationship between any two arbitrary nodes in constant time, regardless of the 
depth of the data-tree. The relationships that are supported could be ancestor/descendent, 
parent/child, and sibling relationships. The data type could be either a number or a string. The 
types of queries that are supported by these node indexing schemes are path and twig queries. The 
evaluation of these queries may require join operations. The maintenance cost of the indexes 
depends on the number of elements and whether or not the index is mutable or immutable.   

 

 
Table 2.  Comparison of interval labeling scheme  and prefix labeling scheme  

 
 

Both types are equivalent with respect to precision, completeness (recall), and maintainability. 
However, they differ with respect to the other characteristics (computation complexity, and  
size/scalability). We notice that each type’s advantages are the disadvantage of the other. The 
(Beg,End) labeling scheme requires constant time to compute a relationship between any two 
arbitrary nodes for two reasons. First, it uses numerical values to index the nodes. Second, the 
size of the label that is used to index each node is fixed regardless of the level (depth) at which 
each node is located. On the contrary, in Dewey labeling schemes, the time that is required to 
compute the relationship between any two arbitrary nodes is directly proportional to the depth of 
the nodes for two reasons. First, Dewey labeling schemes use strings to represent labels instead of 

No. Criteria Interval Labeling
(Beg,End)

Prefix Labeling
(Dewey)

1 Precision Precise Precise

2 Recall Complete Complete

3 Computation    
Complexity

Relationship 
Computation Constant Directly proportional 

to depth increase

Relationship  
supported 

- Ancestor/Descendent
- Child/Parent (if “Level” 

is available)
All

Can infer exact  
ancestor &  
descendent nodes

No Yes

Data type Numerical String

4 Size/Scalability  
for increasing depth Linear Exponential

5 Type of queries Supported 
efficiently None None

6 Maintenance 
cost

Mutable O ( log n ) O ( log n ) 

Immutable O ( n ) O ( n )
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integers. Second, the labels’ size increases as the depth increases. Unlike (Beg,End) labels, each 
Dewey label contains the root path (the path from the root to the designated node) information. 
Therefore, with Dewey labels, we can infer any node’s parent/child or ancestor/descendent from 
the label of the node. Finally, prefix labels are often easier to update than interval labels, 
although, the cost of maintaining prefix labels can be the same as the cost of maintaining interval 
labels in the worst case.   

 
 

3.2.5  Indexes for Structural Joins 
 

Using an appropriate labeling scheme to reflect the structure and the contents of XML data is 
known as node indexing, that is, indexing an XML tree based on its node granularity. Structural 
join indexes further provide an efficient access to these node indexes. Structural joins of elements 
in an XML data-tree that uses interval coding have received much attention in the research 
community (Zhang et al., 2001; Li & Moon, 2001; Al-Khalifa et al., 2002; Bruno et al., 2002; 
Chien et al., 2002; Jiang et al., 2003; Li, Lee, Hsu, & Chen, 2004). Structural joins are performed 
between the inverted lists (which are basically node indexes) of two elements to establish a 
parent/child or ancestor/descendent relationship. This is analogous to joining two tables in the 
relational approach. In XML, however, the advancing mechanisms of the join or loop cursor(s) 
are modified in accordance with the index values of the interval for the elements under inquiry. 
For example, assume that the “paper” and “author” elements in Figure 9 are stored in the node 
indexes shown in Figure 12. To evaluate the query “//paper/author” against these indexes, a 
skipping mechanism should match node (9,13) only with node (10,12) and skip nodes (3,5) and 
(18,20). Similarly, node (14,21) should be matched only with node (18,20) and the first two nodes 
in the “author” list should be skipped. Such an intelligent skipping mechanism reduces the 
number of I/O accesses and improves the query evaluation.  

 

 

 
Figure 12.  inverted lists of “paper” and “author” elements in Figure 9 

 
The earliest works in structural joins using interval coding are the Multiple Predicate MerGe 

JoiN (MPMGJN) by Zhang et al. (2001) and XISS by Li and Moon (2001). Both of these 
approaches require, in the worst case, an element set to be scanned multiple times during the join 
operations of two elements. As an improvement, Al-Khalifa et al. (2002) propose a primitive data 
structure called a Stack-Tree. Their approach is based on scanning two inverted indexes 
completely only once in order to explore the existing relationships between the elements of these 
indexes. Chien et al. (2002) further improve the scanning of the indexes. To investigate the 
descendent relation, their approach examines only the related nodes and skips nodes that do not 
have a match. The ancestor skipping mechanism, however, only skips small parts of the nodes 
that do not have a match. Approaches that skip descendents as well as ancestors include the 
Holistic twig join approach (Bruno et al., 2002) and XR-stack (Jiang et al., 2003).   

( 7, 8 ) ( 3 , 5 )
( 9,13) (10,12)
(14,21) (18,20)

(A) paper (B) author
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The query evaluation plan that uses structural joins is based on sets of nodes, which are 

merged together to infer a structure. Thus, it is referred to in the literature as a set-based query 
process (Jiang et al., 2003; Moro, Vagena, & Tsotras, 2005).  

 
 

3.3  Graph Indexing Schemes 
A Graph index (a.k.a. Summary Index) is a structural path summary that can be used to improve 
query efficiency, especially for single path queries. It is also capable of solving twig queries but 
with an additional cost of multiple join operations. Examples of graph indexes are DataGuides 
(Goldman & Widom, 1997; Goldman & Widom, 1999), Index Fabric (Cooper et al., 2001), 
APEX (Chung et al., 2002), D(k)-index (Chen, Lim, & Ong, 2003), (F+B)k-index (Kaushik, 
Bohannon, Naughton, & Korth, 2002),  and F&B-index ( Abiteboul, Buneman, & Suciu, 2002; 
Gou & Chirkova, 2007).  

 
Graph indexes consider paths, during query evaluation, as a whole path instead of dealing with 

each node in the path separately (such as the node indexing scheme). A subsequent step is needed 
to join simple paths together in order to solve a twig query. In contrast to the node scheme, the 
number of joins is reduced during query processing, and consequently query performance is 
improved.  

 
Graph indexes have been categorized according to many criteria. For example, Gou and 

Chirkova (2007) classify them into two classes, path indexes (P-indexes), which are able to cover 
simple path queries (such as DataGuides and 1-index), and twig indexes (T-indexes), which are 
able to cover twig queries (such as F&B-index). Graph indexes can also be categorized according 
to their path exactness (Polyzotis & Garofalakis, 2002). Some schemes are exact such as strong 
Data Guide, Index Fabric, 1-index, F&B-index, and disk-based F&B-index, while others are 
approximate such as approximate Data Guide, A(k)-index, D(k)-index, and (F+B)k-index.  

 
Our classification, in this chapter, is based on path determinism and bisimilarity.  
 
Path determinism: If the index tree is a Deterministic Finite Automata, then the paths of the 

tree are considered to be deterministic paths. This feature assures that every distinct path in an 
index graph is represented only once. Otherwise, multiple identical paths may exist in the index 
which may add to the complexity of query evaluation. 

 
Bisimilarity: There are two types of bisimilarity, namely, forward and backward bisimilarity. 

Two nodes are backward bisimilar if they share the same incoming paths. Similarly, two nodes 
are forward bisimilar if they share the same outgoing paths. Partitioning of all elements in a data-
tree based on their forward and backward bisimilarity is much better than having them partitioned 
based only on their backward bisimilarity, because forward and backward bisimilarity provides 
efficient and precise support for twig queries. 

 
Based on the path determinism and the bisimilarity, we classify graph indexes as follows: 
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• Deterministic graph indexes: This includes DataGuides (Goldman & Widom,1997), 
approximate Data Guide (Goldman & Widom, 1999), and Index Fabrics (Cooper et al., 
2001). 

• Non-deterministic graph indexes with backward bisimilarity: This includes 1-index  (Milo 
& Suciu, 1999), A(k)-index (Kaushik, Shenoy, et al., 2002), and D(k)-index (Chen, Lim, et 
al., 2003). 

• Non-deterministic graph indexes with forward and backward bisimilarity: This includes 
F&B-index (Gou & Chirkova, 2007; Wang, Wang, et al., 2005; Abiteboul, Buneman, et al., 
2002), (F+B)k-index (Kaushik, Bohannon, Naughton, & Korth, 2002), and disk-based F&B-
index (Wang, Wang, et al., 2005). 

 
Gou and Chirkova (2007) classification combines our first two groups into one that covers 

simple path queries. Their classification for graph indexes is based on the type of queries (path or 
twig) an index covers, while our classification of XML graph indexes is based on their 
deterministic property, in addition to forward and backward bisimilarity.  Deterministic indexes 
guarantee uniqueness of paths, and non-deterministic indexes guarantee the uniqueness of 
elements. Therefore, deterministic indexes are suitable for simple path queries (where the 
complete path is known). For example, to evaluate the query “/P/A” over the deterministic strong 
Data Guide index in Figure 13(B) we have to traverse one path only. In contrast, non-
deterministic graph indexes may lead to traversing more than one index path to solve a simple 
path query. For example, to evaluate the same query as described above over the non-
deterministic 1-index in Figure 13(C) we have to traverse more than one path that satisfies the 
query. On the contrary, non-deterministic graph indexes represent every value in the source data 
only once in the index tree, while deterministic graph indexes may have the same value in the 
source data repeated in more than one location in the index tree. For example, node “9” in the 
deterministic strong Data Guide index in Figure 13(B) is listed twice, while the non-deterministic 
1-index in Figure 13(C) has it listed only once. Furthermore, deterministic indexes may grow 
exponentially in the size of the original data (due to repetition of nodes), while non-deterministic 
indexes grow linearly (Milo & Suciu, 1999). Based on this discussion, in addition to fact that the 
term “path indexes” are used ambiguously in the literature to refer to absolutely different types of 
indexes, we use determinism as one criterion to classify graph indexes.  

 
The other criterion that we use to classify graph indexes is the direction of bisimilarity. This 

criterion further subdivides the non-deterministic indexes into backward, and forward and 
backward bisimilar indexes. The direction of bisimilarity significantly affects the size of an index 
and the answering power of an index to a given query. Non-deterministic graph indexes with only 
backward bisimilarity tend to have lower accuracy (which is corrected by some post processing 
steps) but their sizes are minimal. In contrast, graph indexes with forward and backward 
bisimilarity have higher accuracy and cover twig queries, but their sizes are larger than those of 
backward bisimilar indexes.  

 
In the following sections, we elaborate the development of graph index schemes of these three 

classes. The evaluation criteria listed in Criteria for Evaluation of Structural Indexing Schemes 
section will be used to analyze each indexing scheme. Please note that all graph indexing schemes 
provide a complete answer for both path queries and twig queries. They do not require extra joins 
to evaluate the path queries but they require join operations to solve the twig queries.  
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3.3.1  Deterministic Graph Indexes 
 

In deterministic graph indexes, each unique path in a data-graph is listed only once in the 
summary graph, and every path in a summary graph has at least one matching path in the data-
graph. Three indexing schemes are reviewed in this section, namely, strong DataGuides, 
approximate DataGuides, and Index Fabrics.  

 
 

3.3.1.1  Strong Data Guide 
 

Goldman and Widom (1997) presented one of the early structure summaries called a strong Data 
Guide. In this scheme, the nodes in the source data are partitioned based on their root path, that is, 
the path from the root to the indexed node.  

 
An example of the strong Data Guide is shown in Figure 13(B), which represents the summary 

of the data in Figure 13(A). To simplify the comparison between different schemes in Figure 13, 
we assume an edge-labeled graph structure, use numbers inside the nodes to represent the node 
IDs, and use letters to represent the elements (tag types) of the source XML data. The letters 
(B,P,A, and R) in Figure 13(B) stand for book, paper, author, and reviewer in Figure 13(A), 
respectively. Figure 13 (A) is a modified version of the edge-labeled data-tree in Figure 2. The 
difference is that two edges are inserted (represented by the dashed lines in Figure 13 (A)). The 
first edge connects nodes “4” and “3”, and the second edge connects nodes “5” and “9”. These 
edges transform the tree-shaped data in Figure 2 into directed acyclic graph-shaped data. Unlike 
node indexes, graph indexes are capable of supporting the directed acyclic graph data model.   

 

 
 

Figure 13.  XML data-tree and its corresponding graph indexes 
 

The graph index (a.k.a. structure summary) of an XML data-graph is a strong Data Guide if it 
fulfills two conditions: 
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• Every distinct root path in the source data appears only once in the graph index. 
• All the paths in the graph index have at least one matching root path in the original source 

data. In other words, there are no invalid paths in the graph index.    
 
The graph index in Figure 13(B) is a strong Data Guide for the data in Figure 13(A). Note that 

node number 3 occurs in both the “/B/A” and “/P/R” paths. Node number “9” occurs in both the 
“/P/R” and “/P/A” paths. One may argue that being deterministic is an advantage of the strong 
Data Guide structure index. Nevertheless, a node’s repetition is directly proportional to the 
existence of multiple parent nodes and cycles in the source data. In the worst case the structural 
index size may exceed the original size of the data and hence it may lose its essential 
characteristic of a summary. In the case of DAG data, the size may be exponential in the size of 
the original data. The case of tree-shaped XML data, on the other hand, requires storage space, in 
the worst case, equal to the size of the data itself. 

 
Strong DataGuides are capable of giving a complete and precise result for simple parent/child 

path queries (Kaushik, Bohannon, Naughton, & Korth, 2002) such as “/B/A” in our example, 
which returns the node {3}.  They are also complete and precise for ancestor/descendent path 
queries. For instance, the query “//R” in our example returns the nodes {3,8,9}. 

 
Strong DataGuides are complete for twig queries but not precise (Kaushik, Bohannon, 

Naughton, & Korth, 2002). For example, evaluating “/P[/A]/R” query – which returns an “R” 
node that has a “P” parent node and  an “A” sibling node – over the strong Data Guide index in 
Figure 13(B) returns index nodes {3,8,9}. This answer is complete because the returned set 
includes the correct answer {8,9}, but it is not precise as node {3} does not belong to the correct 
answer. 

 
The complexity of maintaining strong DataGuides depends on the structural effect of the 

updates. Updating strong DataGuides could be as simple as inserting a new leaf into tree-
structured data, which requires only one target set to be recomputed and one new object to be 
added to the strong Data Guide. In the worst case, updating a tree with a subgraph of structured 
data that has loops and sharing may incur recomputation to a large portion of the strong Data 
Guide. Both types of updates, namely, edge and subgraph additions are supported by the strong 
Data Guide scheme. An edge insertion update requires touching a number of nodes and edges that 
is equal to O(n + m) in the worst case, where “n” is the number of nodes (objects) and “m” is the 
number of edges of a strong Data Guide. 

 
 

3.3.1.2  Approximate Data Guide  
 

Experiments have shown, in general, that the strong Data Guide size is much smaller than the 
original database. There are cases, however, where the size of the strong Data Guide is 
unreasonably large (e.g., for cyclic data). To overcome this disadvantage, an Approximate Data 
Guide (ADG) is proposed by Goldman & Widom (1999). ADG ignores the second requirement 
of the strong Data Guide, but maintains the first one. Therefore, it ensures that every distinct root 
path in the data source appears exactly once in the ADG, but it does not ensure that all ADG 



 23 
 

paths exist in the original data. Hence, an ADG may have false-positives but never false-
negatives, so that all correct paths are guaranteed to exist in addition to some false paths. 
Experiments demonstrate that there is a trade-off between the size of ADG and its accuracy. In 
general, strong Data Guide characteristics are applicable for ADG, except that the size of the 
ADG is often smaller. 

 
 

3.3.1.3  Index Fabric 
 

Index Fabric was proposed by Cooper et al. (2001) as a solution for very large indexes that may 
not fit in memory. Index Fabric utilizes its paging capabilities to solve the size problem. It uses 
prefix-encoding to represent paths as strings. These strings are classified and sorted by a special 
index called the Index Fabric which is based on Patricia tries (Knuth, 1998). The index structure 
is designed specifically for complete path queries that start from the document root node. Other 
paths such as descendent path queries “//” require a post-processing stage and many expensive 
index lookups. The notion of refined paths (template paths) is proposed by the authors to solve 
this problem. However, the refined paths are not dynamic and need to be determined prior to 
index creation and loading time.  

 
The Index Fabric indexes both paths and values in a tree. As an illustration, each edge of the 

data-tree in Figure 14(A) (which is the same as the XML data-tree in Figure 2) is given a 
designator as illustrated in Figure 14 (B). The edge labels along with the content of the data-tree 
are combined at the leaf nodes to form a path index for each value in the tree. Note that 
compression is used to minimize the size of the tree as follows. In Figure 14(C), since “book” 
edges are followed by an “author” edge, the bold capital “B” designates the path “/B/A” (book 
and author), instead of “/B” alone.  

 
A major contribution of the Index Fabric is its layered-based paging strategy to index large 

data. This feature makes it possible to handle very large indexes. The index structure is stored on 
disk and divided into multiple blocks of approximately equal size, each of which holds a small 
sub-Trie. The Tries of the lower levels are referenced by higher level Tries in the Index Fabric, 
and so forth until we reach the root Trie which can fit in one block. The number of the Index 
Fabric levels is based on the size of the original data.  

 
Note that the Index Fabric in Figure 14 (C) is similar to the strong Data Guide in Figure 13 

(B). Index Fabric is conceptually similar to strong Data Guide ( Wang, Park, et al., 2003; Chung 
et al., 2002; Weigel et al., 2004), so it is deterministic and its size may grow exponentially in the 
size of the original data for the DAG data, and linearly for the tree-shaped data. Furthermore, it is 
complete and precise for path queries, and complete for twig queries but not precise. DAG data 
can be indexed by an Index Fabric, but Index Fabric is more efficient when it is used to index 
tree-shaped data. 
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Figure 14.  Index Fabric of the data-tree in Figure 2 
 
The Index Fabric is a balanced structure tree like a B-tree. Updating an Index Fabric may 

include a deletion of one record and an insertion of another. The insertion may cause one block 
per level of the tree to split in the worst case. The update algorithm for subgraph addition to the 
Index Fabric is not published to the best of our knowledge. 

 
 

3.3.2  Non-Deterministic Graph Indexes with Backward Bisimilarity 
  

The 1-index, the A(k)-index, and the D(k)-index are based on backward bisimilarity partitioning. 
While the 1-index backward bisimilarity length is equal to the length of the longest path in the 
data-graph, the A(k)-index and the D(k)-index backward bisimilarity lengths are set by a value 
“k.” The “k” value in the A(k)-index is set manually, and the “k” value in the D(k)-index is set 
automatically. 

 
 

3.3.2.1   (1-index) 
 

Milo and Suciu (1999) propose 1-index as an attempt to reduce the size of a structural summary 
to less than that of a strong Data Guide by relaxing the determinism constraint. Figure 13(C) is an 
example of 1-index for the data in Figure 13(A). The 1-index partitions the data nodes of a 
document into equivalence classes based on their backward bisimilarity from the root node to the 
indexed node. Both strong Data Guide and 1-index are identical in the case of simple XML data-
trees. In the case of DAG data, however, a 1-index may contain similar root paths, but represents 
each node in the source data-graph only once, and hence it is possible for a node to be reachable 
by multiple paths (see nodes “3” and “9” in Figure 13(C) for example). Based on this fact, we can 
say that the 1-index scheme is non-deterministic in nature. In the worst case, the size of 1-index 
will never exceed the size of the original data regardless of whether the data source is a basic tree 
or a graph. Nevertheless, 1-index structural summaries are often too large, and are considered 
inefficient when the original source data is large and irregular (Chen, Lim, et al., 2003). 
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While a 1-index represents every value in the source data only once in the index tree, a strong 
Data Guide may have the same value in the source data repeated in more than one location in the 
index tree. Hence, a 1-index is more node centric in its partition. Inversely, similar paths in the 
source data could be represented by multiple similar paths in 1-index scheme, while strong Data 
Guide represents all similar paths in the source data by only one path in the index. Therefore, 
strong Data Guide is more path centric in its partition.  

 
It is easy to see from Figure 13(C) that 1-index is complete and precise for evaluating path 

queries such as “/B/A” and “//R”, and it is complete, but not precise for evaluating twig queries 
like “/P[/A]/R”. In General, 1-index is always complete, but not necessarily precise (Kaushik, 
Shenoy, et al., 2002).  

 
Kaushik, Bohannon, Naughton, and Shenoy (2002) reviewed two kinds of updates for the 

1-index, namely, the addition of a subgraph, and the addition of an edge. Let the data-graph 
before the addition of the new file be G, the 1-index be IG, H is a new subgraph, and the 1-index 
for H  be IH. Let the number of nodes in IG, H and IH be nIG, nH and nIH respectively, and the 
number of edges be mIG, mH, mIH respectively. The time taken by the subgraph addition is O( 
mHlog(nH) + (mIH +mIG)log(nIH + nIG) ). Note that this is independent of the size of G, but 
dependent on the size of IG, which is usually smaller than the size of the data-graph. 

 
The update algorithm for edge addition is called propagate. The complexity of the algorithm 

for edge addition is measured by two factors. First, by the difference between the refined 
propagated index and the original 1-index. This difference can be as large as O(n) in the worst 
case, where n is the number of nodes in G. Second, the complexity is measured by the number of 
nodes and edges touched in the data-graph during propagation, which can be O(n + m) in the 
worst case scenario, where m is the number of edges in G (Kaushik, Bohannon, Naughton, & 
Shenoy, 2002).  

 
 

3.3.2.2  A(k)-index 
 

The dominant disadvantage of strong Data Guide and 1-index is the size of their indexes when the 
source data is large and irregular. A(k)-index is proposed by Kaushik, Shenoy, et al. (2002), 
mainly to overcome the size problem. Similar to 1-index, A(k)-index (Figure 13 (D & E)) is 
based on backward bisimilarity. A(k)-index is also a non-deterministic node centric index. A(k)-
index uses a mechanism to minimize the size of the graph indexes by specifying a factor “k” that 
is used to decide the length of the backward bisimilarity of the indexed nodes. Two nodes are 
backward k-bisimilar if they share the same incoming paths of a length = “k.” For example, an 
A(3)-index is an index for nodes that share the same incoming labeled (tagged) paths of length 
three.  

 
The size of an A(k)-index are generally smaller than that of a strong Data Guide and a 1-

index. Similar to the 1-index scheme, A(k)-index grows linearly in the size of the source data 
regardless of the shape of the data. A smaller value of “k” results in a smaller index. A(k)-index 
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gains the advantage of having a smaller size at the expense of precision since the index does not 
necessarily reflect the complete path from the root node.  

 
Since the A(k)-index is based on equivalence-class partitioning of nodes in a data-graph, it is 

usually complete but not necessarily precise (Kaushik, Shenoy, et al., 2002). Let us take an A(1)-
index for the data in Figure 13(A), which is illustrated in Figure 13(D), as an example. For path 
queries such as “//R”, A(1)- index is complete and precise as it will return the node set {3,8,9}. 
Although, it is complete for the path queries such as “/B/A”, as it will return {3,9}, which is a 
superset of the correct answer {3}, it is not precise as the answer set contains the wrong answer 
“9”. A(k)-index partitioning is based on backward bisimilarity. It is only precise for path queries 
with a length that is less than or equal to the length set by the “k” value. For example, an A(2)-
index, as illustrated in Figure 13(E), is complete and precise for both “/B/A” and “//R” queries. 
Note that Figure 13(E) is identical to the 1-index in Figure 13(C). Actually, a 1-index is a special 
case of A(k)-index where “k” value is equal to the depth of a data-tree (the longest path in a tree). 
A(k)-index is complete but not precise for twig queries like “/P[/A]/R”.   

 
The subgraph addition algorithm of 1-index extends to the A(k)-index. Unfortunately, the 

edge insertion algorithm does not extend and hence the edge insertion for the A(k)-index remains 
an open problem (Kaushik, Bohannon, Naughton, & Shenoy, 2002).  

 
 

3.3.2.3  D(k)-index  
 

Choosing the correct value of “k” in the A(k)-index scheme is the biggest challenge. Large values 
may create a larger size index that may negatively affect the query processing for both short path 
and long path queries. Low “k” values, on the other hands, may produce smaller indexes and thus 
more efficient, but less precise, query processing. Chen, Lim, et al. (2003) propose D(k)-index to 
choose the most suitable value of “k” dynamically based on the workload. Therefore, D(k)-index 
is more efficient than A(k)-index with regard to processing time and storage space. In general, 
with regard to the rest of the above listed evaluation criteria, both D(k)-index and A(k)-index 
schemes share the same levels of precision, completeness, and scalability. For both D(k)-index 
and A(k)-index, if the length of the path in a query is longer than the value of “k”, then a post-
evaluation step might be necessary to double check the correctness of the answer, which may be 
costly.  

 
The D(k)-index is considered for two types of updates: the addition of a new file (subgraph), 

and the addition of a new edge. The update algorithm for a subgraph addition is based on the 
update algorithm of 1-index by Kaushik, Bohannon, Naughton, and Shenoy (2002). On the other 
hand, the edge addition algorithm is novel and performs better than the one presented by Kaushik 
et al. Assume that a new edge is added to the D(k)-index IG from X to Y, and Y’s local similarity 
(identical structure) is equal to Ky. While the Kaushik algorithm, in the worst case, needs to touch 
O(n + m) nodes and edges in the data-graph, the update algorithm for the edge addition with the 
D(k)-index can touch nodes and edges in a distance less than or equal to Ky in the index graph IG 
(Chen, Lim, et al., 2003). 
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3.3.3   Non-deterministic Graph Indexes with (Forward & Backward) 
Bisimilarity 

 
We review three types of indexing schemes under this class of graph indexes: the F&B-index, the 
(F+B)k-index, and the disk based F&B-index. They are non-deterministic like the above type of 
graph indexes (1-index, A(k)-index, and D(k)-index), but they differ with respect to size and 
query answering power as they are larger and they cover twig queries as well as simple path 
queries. 

 
 

3.3.3.1 F&B-index 
 

The F&B-index was introduced by Abiteboul, Buneman, et al. (2002). Unlike 1-index, A(k)-
index, and D(k)-index which are based only on the incoming (backward) paths bisimilarity, this 
index scheme is based on the incoming and the outgoing (forward and backward) paths 
bisimilarity of all nodes in the source data-tree or graph. Therefore, it is considered to be a twig 
structural index scheme. It can be used as a covering index for the set of all branching path 
queries that can be expressed over a tree or graph of data.  
 

To demonstrate the benefits of this indexing scheme, consider the twig query “/P[/A]/R”, 
which returns the “R” nodes that are children of “P” nodes and siblings of “A” nodes. Evaluating 
this query over strong Data Guide (Figure 13(B)), 1-index (Figure 13(C)), or A(2)-index (Figure 
13(E)), returns a set of “R” nodes {3,8,9}. We see that “R” node “3” does not contribute to the 
correct answer, yet it is returned in the initial steps by all previous graph indexes. Eventually, it is 
eliminated from the final answer after performing some additional join steps. In contrast, as 
illustrated in Figure 13(F), the F&B-index detects this mismatch early and is able to exclude “R” 
node “3”, therefore avoiding the additional joins and improving efficiency. F&B-index therefore 
is complete and precise for twig queries as well as for path queries. 

 
The F&B-index is non-deterministic. The size of the index grows linearly in the size of the 

source data document, and in the worst case does not exceed the original data size for both data 
shapes (tree and graph). However, insufficient memory problems may arise for very large size 
indexes. Kaushik, Bohannon, Naughton, and Korth ( 2002) proved that F&B-index is the smallest 
index covering all branches of a given XML graph. However, the size of an F&B-index is often 
too large to fit in memory. To update the F&B-index when a subgraph or an edge is added to the 
data-graph, approaches similar to those used for updating the 1-Index by Kaushik, Bohannon, 
Naughton, and Shenoy (2002) can be adopted. 

 
Kaushik, Bohannon, Naughton, and Korth (2002) propose (F+B)k-index, which is a modified 

version of the F&B-index. They manage the size of the F&B-index by specifying the value of “k” 
(Gou & Chirkova, 2007). A low value of “k” results in an index that can cover limited classes of 
branching path queries, but the index size is often small. A high value of “k,” on the other hand, 
can cover a wide range of classes of branching path queries at the expense of the size since the 
size of the index is often large. With regard to the rest of the comparison criteria, both F&B-index 
and (F+B)k-index have the same features. The idea of (F+B)k-index as an extension to F&B-index 
is analogous to A(k)-index as an extension to 1-index. 
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3.3.3.2  Disk-based F&B-index 
 

The main shortcoming of the F&B-index and the (F+B)k-index is often their large sizes, because 
they have more details about each node. They, therefore, often do not fit in memory. To 
overcome this weakness, Wang, Wang, et al. (2005) proposed a disk-based F&B-index with 
various clustering properties and criteria. They integrate 1-index with F&B-index in a new 
clustered disk-based F&B-index and store the index on the disk which can be dealt with 
efficiently as needed. In this indexing scheme, only relevant chunks of the index are returned 
from disk to main memory in order to be processed, which is similar to paging utilities that are 
available in some other indexing approaches (e.g. Index Fabric).  
 

With regard to the other comparison criteria, in general, the disk-based F&B-index has the 
same characteristics and features as the regular F&B-index, in addition to the improvement in 
dealing with large size data. The authors of disk-based F&B-index (Wang, Wang, et al., 2005) did 
not discuss or present any updating algorithm for their indexing scheme. 

 
 

3.3.4  Summary of Graph Indexes 
 

Note that 1-index and strong Data Guide indexes are suitable for small to medium size data while 
disk-based F&B-index and Index Fabric are more appropriate for very large data sources. Both 
1-index and F&B-index are considered to be exact indexes. While A(k)-index and D(k)-index 
could be approximate indexes if the value of “k” for the used indexes is smaller than the length of 
the query path. Moreover, 1-index, A(k)-index, and D(k)-index are based on backward 
bisimilarity and they cover all simple path queries. F&B-index and disk-based F&B-index, on the 
other hand, are based on forward and backward bisimilarity and they cover all branching queries 
for a given data set. 

 
Table 3 contains a summary of the graph indexing schemes. The precision of an index scheme 

could be either precise (does not return any false answers) or imprecise (may contain some false 
answers along with the correct answers). If the recall achieved is 100% then the result is 
complete, otherwise it is incomplete. The initial size (when it is first created) of a graph index for 
both tree-shaped and graph-shaped data could be either the same as the size of the data or 
exponential in the size of the data, in the worst case. The scalability (growing size) could be 
either linear or exponential in the size of data. The type of queries that are supported efficiently 
could be path, twig, or both.  

 
Non-deterministic forward and backward bisimilar indexes (the third type) are the only type of 

graph indexes that are capable of supporting twig queries if the index is exact (i.e. F&B-index or 
disk-based F&B-index). Note that the size of a deterministic index grows linearly in the original 
size of the source data if the shape of the source data is tree, and it grows exponentially if the 
shape of the source data is graph. 
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Table 3.  Comparison between the three categories of graph indexing approaches 

Deterministic Non-deterministic
Backward Bisimilar

Non-deterministic 
Forward & Backward Bisimilar

Criteria strong DataGuide, Approximate
DataGuide, Index Fabric 1-index, A(k)-index, D(k)-index F&B-index, (F+B)k-index, 

Disk-based F&B-index

1-Precision
Path Precise Precise Precise

Twig Not Precise Not Precise Precise

2-Recall
Path Complete Complete Complete

Twig Complete Complete Complete

3- Complexity
(joins required)

Path No No No

Twig Yes Yes Yes

4-Size (initial,  worst)
Tree Same Same Same

Graph Exponential Same Same

4-Size ( scalability, growing) Linearly (for tree data),
Exponentially (for cyclic data) Linearly Linearly

5- Query supported efficiently Path Path
Path

(Twig by F&B-index and disk-
based F&B-index)

6- Maintain ability  (Edge 
insertion) O ( n + m ) O ( n + m ) O (  n + m )

Notes

- Path queries are precise for 
k ≥ path  length

- Edge addition to A(k)-index is not 
available (open for research)

- Path & twig queries precision depends 
on “k” value for (F+B)k-index

- Maintainability of disk-based is not
available  (open for research)
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Before moving into the third type of structural indexes, it is worth mentioning here that graph 
indexes, in addition to being used as structural path summaries, can facilitate use of statistics and 
other features that can aid query processing and optimization. For example, it can hold sample 
values for each node or statistics about the extended data such as fan-in and fan-out of each node. 

 
 

3.4  Sequence Indexing Schemes  
Sequence indexes (Wang, Park, et al., 2003; Rao & Moon, 2004) transform XML documents and 
queries into structure-encoded sequences. Answering a query requires sequence string matching 
between the encoded sequences of the data and the query. This eliminates the need for joins to 
evaluate twig queries. However, we should be careful when a query is answered by matching the 
sequences, since the sequence may not necessarily reflect a structural tree match (see 
“Refinement step” in Specific Comparison Criteria of Sequence Indexes section below). 
Sequence indexes combine the structure and the values of  XML data into an integrated index 
structure. They are used to efficiently evaluate path queries as well as twig queries with keyword 
components without any extra join operations with some tables that may hold the values.  

 
 

3.4.1  Specific Comparison Criteria of Sequence Indexes 
 

In addition to the comparison criteria listed in section 3.1, we include the following comparison 
criteria for this type of indexes. 
 

• Computation complexity, indexing direction. 
The shape of an XML graph is similar to a triangle. At the top there is only one root element 
and at the bottom there may be several hundreds, thousands, or more leaf nodes. Leaf nodes 
are usually value nodes. We have two ways to map XML elements in a tree, namely, in a 
top-down direction or a bottom-up direction. A top-down search for a value in a data-tree 
has to start from the root element then go down the tree according to a given query path 
specification. In contrast, a bottom-up approach starts the search from the values at the leaf 
nodes. Since the selectivity of value nodes (at the bottom) is higher than that of the element 
nodes in the top and the middle of the tree (i.e., the value labels at the bottom of the tree 
may occur less frequently than the element labels found in the higher levels), bottom-up 
search results in fewer paths in the tree that need to be examined. Therefore, the indexing 
direction has an effect on the efficiency of a query evaluation.  

• Refinement step. 
Sequence schemes suffer from two anomalies, namely, false alarms (a.k.a. false positives or 
imprecise result) and false dismissals (a.k.a. false-negatives or incomplete result). 
Refinement steps are added to the evaluation process of a query to overcome these 
problems. On the one hand, the fact that these anomalies exist in the encoded sequence is an 
issue by itself. On the other hand, the way that these anomalies are dealt with is another 
issue. With regard to this criterion, we are only concerned with how efficiently these 
problems are resolved. 

 
Based on the importance of tree mapping direction, we divided sequence indexes into two 

types, namely, top-down sequence indexing schemes and bottom-up sequence indexing schemes. 
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ViST and PRIX are discussed in the next two sections, as examples of top-down and bottom-up 
types, respectively.  

 
 

3.4.2  ViST  (Top-down Sequence Indexes) 
 

The ViST (Virtual Suffix Tree) index structure is proposed by Wang, Park, et al. (2003). Before 
we illustrate an example of ViST, please note that the data-tree in Figure 15 (B) is an encoded 
form of the data-tree in Figure 15 (A) by substituting the edge labels Bib File, book, author, 
paper, and reviewer with the letters F, B, A, P, and R, respectively. Furthermore, Figure 15 (A) is 
the same as the example edge-labeled data-tree in Figure 2. As an example of ViST, consider the 
data-tree in Figure 15 (B) and the query tree in Figure 15 (D). Both trees are transformed into 
structure-encoded sequences as illustrated below. Note that each bracket contains two parts. The 
first part contains the elements’ tag. The second part contains the root path of the parent node of 
the node listed in the first part. 

 
     Data Tree 2 (D2) : (F,0) (B,F) (A,FB) (P,F) (P,F) (A,FP) (P,F) (R,FP) (A,FP) 
     Query          (Q)   :   (F,0) (P,F) (R,FP) (A,FP) 
 
The underlined subsequences of “D2” match the underlined subsequence of “Q”. So, we 

return the matched subsequence in the data-tree as an answer to the query. Nevertheless, we 
should be aware of any existing false-positives (a.k.a. false alarm) in the solution that may take 
place. For example, consider the data-tree 3 in Figure 15 (C), the sequence of this tree is 
illustrated below. 

 
     Data Tree 3 (D3)  :  (F,0)  (P,F)  (R,FP)  (P,F)  (A,FP)   
 
To evaluate the above query “Q” over the “D3” data, we notice that the underlined sequence 

forms an answer for the query “Q” above, however, it is not a correct answer for the given query 
because the “R” and the “A” child nodes do not have the same parent “P” node. This is an 
example of a false-positive answer. 

 

 
 

Figure 15.  Data trees and a query 
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In addition to false-positives, the sequence schemes also have the problem of false-negatives 
(a.k.a. false dismissals), which is caused by the isomorphic tree problem. It occurs when a branch 
node has multiple identical child nodes. For example, the two tree combinations which are 
illustrated in Figure 16, have the following structural sequences. 

 
     Data Tree 1    :  (F,0)  (P,F)  (A,FP)  (P,F)  (R,FP)   
     Data Tree 2  :  (F,0)  (P,F)  (R,FP)  (P,F)  (A,FP)   
 
If we run any one of these two trees as a query over the other tree, we will not find a match as 

can be seen from the translated sequences. However, logically both trees have the same structure 
and same number and types of elements. To solve this problem in ViST, which occurs when there 
are similar tag siblings in a query, we have to rewrite the given query into all possible 
combinations of sequence order. After that, we solve each query separately, and then union the 
result of all queries. In the worst case, permutations of the query sequence are exponential in the 
number of the similar siblings.   

 

 
 

Figure 16.  Example of false dismissal 
 
ViST, as we noticed above, is based on top-down traversal tree. As a result, for deep and large 

XML documents, the size of the index becomes a problem as it does not scale well with an 
increase in data size because the top elements have to be included within the sequence of the 
newly inserted elements. As the paths in XML data get longer, the sequence length will increase 
and hence the size of the index will increase exponentially in the size of data. 

 
The false-positives problem is resolved by disassembling the query tree at the branch into 

multiple trees, and using join operations to combine their result. This solution is definitely 
expensive, since it involves additional join operations. ViST is based on B+-tree (Wang, Park, et 
al., 2003), which is physically implemented as two levels of B+-trees (Gou & Chirkova, 2007). If 
we assume that the fan-out of the used B+-tree is equal to “b,” then O(b logb n) nodes are touched 
during a sequence index update at each level.  

 
 

3.4.3  PRIX (Bottom-up Sequence Indexes) 
 

ViST’s top-down transformation approach weakens the query processing because it results in a 
large number of nodes (paths) being examined during subsequence matching for commonly 
occurring non-contiguous tag names. Motivated by this fact, Rao and Moon (2004) propose 
another approach that implements bottom-up transformation instead. This approach is called 
PRIX (Prufer sequences for Indexing XML). It is based on Prufer Sequences as indicated by the 
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name. The bottom-up transformation of XML data-trees in PRIX plays a crucial role in reducing 
the query processing time.  

 
Basically, the top-level elements of an XML tree are shared with lower-level elements by 

being their parent or ancestor nodes. Thus, if we index a tree starting from the top, the chances 
are high of having a large number of elements that share the same starting tags in a given query 
path. In contrast, indexing a tree starting from the bottom and moving upward to the top of the 
tree reduces the chance of having a large number of shared elements for a given query path as the 
selectivity gets higher at the bottom. That is why it is more efficient to index a tree using the 
bottom-up traversal direction instead of using the top-down traversal direction. PRIX’s bottom-up 
indexing scheme is a major source of improvement over ViST schemes (Rao & Moon,2004). 

 
PRIX is based on Prufer sequences. To illustrate how a Prufer sequence is used to denote a 

graph tree, we use the data-tree in Figure 17, which is the same as the data-tree in Figure 15 (B). 
The letters inside the node circles represent the tag types (names) and the numbers shown beside 
the nodes represent the post-order numbering of the tree. To encode the tree in Figure 17 with a 
Prufer sequence, we repeatedly delete the leaf node that has the smallest label and append the 
label of its parent to the sequence.  

 

 
 

Figure 17.  An example of Prufer sequence 
 
 
As we can see in Figure 17, the smallest label number is “1” so we delete it and add “2” to the 

sequence, so it becomes {2}. We delete the node numbered “2” and add its parent “9” to the 
sequence to become {2,9}. We then delete label number “3” and add label “9” to the sequence, so 
the sequence will change to {2,9,9} and so forth. At the end of this process, we have the sequence 
{2,9,9,5,9,8,8,9}, which represents the following tag sequence {B,F,F,P,F,P,P,F}. 

 
In PRIX the string/character data in the XML document tree are extended by adding dummy 

child nodes before the transformation process so it can be indexed using the Prufer sequence. 
Similarly, query twigs are also extended before transforming them into sequences. Indexing 
extended-Prufer sequences is useful for processing twig queries with values. Since queries with 
value nodes usually have high selectivity, they will be processed more efficiently and faster than 
those without values. 

 
The size of a PRIX grows linearly in the total length of the sequences stored in it because an 

increase in the path length will result in a sequence addition which is equal to the amount of the 
increase. In the PRIX approach, the length of a Prufer sequence, as we noticed from the above 
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example, is linear in the number of nodes in the tree. Hence, the index size is linear in the total 
number of tree nodes regardless of the depth of the tree.  

 
PRIX uses a complex four-phase refinement process to deal with the false-positives and the 

false-negatives that are associated with sequence index schemes. Basically, PRIX overcomes the 
false-positives problem by using document by document post-processing which is time 
consuming process. 

 
PRIX is based on the B+tree, and it is built in a way similar to ViST (Rao & Moon, 2004). It 

is mainly implemented as two levels of B+-trees. If we assume that the fan-out of the used B+-
tree is equal to “b,” then O(b logb n) nodes are touched during a sequence index update at each 
level. 

 
 

3.4.4  Summary of Sequence Indexes 
 

Table 4 includes a summary of the sequence indexing schemes. The precision of an index scheme 
could be either precise (does not return any false answers) or imprecise (may contain some false 
answers along with the correct answers). If the recall achieved is 100% then the result is 
complete, otherwise it is incomplete. Indexing can be implemented in either a top-down direction 
or bottom-up direction. The types of queries that are supported efficiently by these sequence 
indexes are both path and twig queries. 

 

 
 

Table 4.  Comparison between Top-down (ViST) and Bottom-up (PRIX) sequencing schemes. 

 
 

No Criteria Top-down
(ViST)

Bottom-up
(PRIX)

1 Precision False-positives
(imprecise)

False-positives
(imprecise)

2 Recall False-negatives
(incomplete)

False-negatives
(incomplete)

3 Computation
Complexity 

Refinement
step Expensive Joins Complicated four-

phase process
Indexing

direction Top-down Bottom-up

4 Scaling/Size Exponential Linear

5 Type of queries supported
efficiently Path & Twig Path & Twig

6 Maintainability O(blogb n) O(blogb n)
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3.5  Structural Indexes Critique 
As is always the case with indexing schemes, there is a trade-off between the size and the 
precision of the index in the one hand, and between the size and the efficiency of the index in 
answering a query on the other hand. The advantages of one index scheme can be the 
disadvantages of another, and vice versa. In this section we compare the three categories of 
structural indexes, namely, node index schemes, graph index schemes, and sequence index 
schemes. 

 
 

3.5.1  Criteria for Comparison among Structural Indexing Schemes 
 

In addition to the criteria listed in Criteria for Comparison among Structural Indexing Schemes 
section, the following criteria are used for comparison between the above three types of structural 
indexing schemes. 

 
• (A) Computation complexity: Does it require structural joins? 

Structural joins are considered for path queries and twig queries. In general, to achieve high 
performance for a query execution, we need to minimize the number of joins.   
(B) Computation complexity: Granularity of usage to evaluate a query. 
The granularity of an XML index depends on the type of the indexing scheme. For example, 
the granularity could be at the node level, the path level, or the twig level (for twig queries). 
As the granularity of the index that is used to evaluate a query increases, the execution time 
becomes shorter. 

• Data supported.  
The types of data supported by the XML indexing schemes are mainly tree-shaped data and 
graph-shaped data. The main difference between them is that the graph-shaped data can be 
represented by an XML document with the ID/IDREF attribute tokens. The tree-shaped data 
can be considered as a subclass of the graph-shaped data where a node can not have more 
than one parent. The indexing schemes that are capable of supporting the graph-shaped data 
are more powerful than the ones that support only the tree-shaped data. 

• Ability to facilitate the use of statistics and other features.  
The ability to facilitate the use of statistics, such as the fan-in and the fan-out of nodes, helps 
to provide query optimization with the capability to choose the most efficient evaluation 
plan for a given query. 

• Values integrated into the index structure. 
If the values of the elements and attributes are indexed separately from the structure, and a 
query with some predicates needs to be evaluated over that data, then joins between the 
structural index and the value indexes are necessary and hence significantly increases the 
complexity of the XML query evaluation process. In contrast, we can have the values 
integrated into the structural index. This integration not only saves some additional joins, 
but it also narrows down the matching procedure during the evaluation process, since the 
selectivity of the values are always higher than that of the elements in a structural index. 

• Main role in answering a query. 
Each indexing scheme has a different role in the query evaluation process. Some indexes, 
for example, are used only for joining the elements, while others are used to find a path. 
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Therefore, different indexing schemes are used for different needs in the query evaluation 
process.   
 

 
3.5.2  Comparison among Structural Indexes 

 
Generally, the sequence indexes may initially produce a wrong answer to a query then correct it 
at a later stage in the evaluation process. The deterministic graph indexes and non-deterministic 
graph indexes with backward bisimilarity may produce some wrong initial answers. The non-
deterministic graph indexes that are based on forward and backward bisimilarity, on the contrary, 
are more accurate and often return only the correct answers. Finally, since the node indexes are 
used for binary joins, they do not produce any initial wrong answers. 

 
Without some extra post-processing steps, false-negatives may occur when we use the 

sequence indexing scheme to evaluate a query. On the contrary, the node and the graph index 
always return a complete answer because the order of the nodes is not encoded within the 
structure of the index as opposed to the sequence index. 

 
The number of structural joins that are required to evaluate a path or a twig query varies 

among the different schemes. It has a significant impact on the query processing time. Node 
indexes are the least efficient with respect to structural joins since they require joins for both path 
and twig queries. Graph indexes support the path queries without the need for structural joins, but 
in order to evaluate the twig queries, structural joins are required at the branching node. Finally, 
the sequence indexes are the best because the structure is encoded within the sequence. Therefore, 
they do not require any structural joins for path queries or twig queries.  

 
There are three levels of granularity used to evaluate a twig query: the pair-wise, path, and 

twig levels. For illustration, in order to evaluate a twig query using a node index, we break the 
query into nodes, then join nodes a pair at a time until all nodes are joined together for the 
complete twig paths to solve the query. On the other hand, to evaluate a twig query using a graph 
index, we break the query into several paths and solve each path separately, then join the results 
of all paths to form the answer to the query. Finally, to evaluate a twig query by using a sequence 
index, we process the twig query as a whole. 

 
Node indexes can only support tree-shape data because of the containment rule that is used to 

specify the relationship between two nodes in a data-tree. In order for node “a” to be an ancestor 
of node “b”, a’s interval code has to contain b’s interval code, and not vice versa which may be 
caused by a graph-shaped data. In contrast, graph indexes support the graph-shaped data well. 
Like node indexes, sequences indexes only support tree-shaped data. 

 
Some indexes, in addition to providing a structural summary, provide valuable utilities for the 

query optimization. For example, strong DataGuides (Goldman & Widom, 1997) are used in Lore 
(Abiteboul, Quass, et al., 1997; McHugh, Abiteboul, et al., 1997) to facilitate annotation of 
sample values and statistical data. The annotated information is associated with the Data Guide 
objects (nodes). The sample values are used in Lore to provide users with samples of possible 
values of an element. The number of incoming and outgoing edges for a specific node in a Data 
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Guide is an example of statistical information that can be annotated. This information assists in 
estimating the cost of the evaluation plans for a given query. The node and the sequence indexes 
do not facilitate these kinds of supporting information. 

 
There are some attempts to integrate values into graph indexes (Cooper et al., 2001; Weigel et 

al., 2004), although, graph indexes are not designed to carry any values within the structural 
summary. Node indexes can not contain values, and values have to be indexed separately. The 
only indexing schemes that are designed to efficiently integrate values into the structural index 
are the sequence indexing schemes. 

 
We observe that node indexes are mainly used for path joining, graph indexes for path 

selection, and sequence indexes for complete query evaluation. We summarize our comparison of 
the three categories of structural indexing schemes in Table 5. The granularity of usage to 
evaluate a query could be at the node level, the path level, or the twig level. The types of queries 
that are supported efficiently by these indexing schemes could be path, twig, or both. The 
maintainability of graph and sequence indexes are measured by the number of nodes that are 
needed to be touched during the update process. On the other hand, the maintainability of node 
indexes are measured by the size of used labels. The supported data could be a tree-shaped or a 
graph-shaped. Tree-shaped data is considered a subset of graph-shaped data. 

 
   

 
 

Table 5.  Summary of comparison among the 3 categories of structural indexing schemes. 
 

Criteria Node Indexes Graph Indexes Sequence Indexes
1- Precision (wrong initial

answer, false positive) No Yes/No Yes

2- Recall (missing initially
correct  answer,  false negative) No No Yes

3- Computation
complexity
(structural

join required)

Path Yes No No

Twig Yes Yes No

3- Computation complexity
(granularity of usage to

evaluate a query)

Nodes Pair-wised
Evaluation

Path
Evaluation

Twig
Evaluation

4- Size / Scalability Linear-Exponential Linear-Exponential Linear-Exponential

5- Type of queries supported 
efficiently None

Path
(Twig by exact (F&B)

indexes)
Path & Twig

6- Maintainability for
adding an edge

O(n)  immutable
O(log n) mutable O (n + m) O(blogb n)

7- Data supported Tree Graph Tree
8- Can facilitate the use of statistics No Yes No
9- Hold value No Yes/No Yes
10- Main role in answering 

XML query Path joining Path selection Complete query evaluation
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3.5.3  Limitations and Open Problems  

 
Despite the extensive research in structural indexes for XML data, there are still many limitations 
and open problems. XML data can be categorized as semistructured data (Buneman, 1997), which 
is data that may be irregular or incomplete, and whose structure may change rapidly or 
unpredictably (McHugh & Widom, 1999). The main challenge in indexing XML data therefore, 
is the irregularity of data and structure. Value-based queries can be evaluated by using traditional 
indexing schemes, such as B+-trees or inverted lists. However, efficient support for the structural 
part is a challenging task. The semistructured nature of XML data and the flexibility of the 
queries that are used to query XML data pose another distinctive concern for deriving or selecting 
proper indexing methods. Designing representations for efficient storage of semistructured data is 
also a difficult task.  

 
Making the existing numbering index schemes dynamic so that they adapt gracefully to 

deletion and insertion of new nodes is not an easy task. Node indexes require the highest number 
of joins among the three indexing schemes to solve an XML query. In order to reduce this 
shortcoming, it is useful to explore a proper method to optimally use node indexes together with 
graph indexes to solve XML queries. Each type of index plays a different role. A graph index is 
used for path selection, whereas a node index is used for path joining (Gou & Chirkova, 2007). In 
this case, the graph index reflects the structure of data and partitions the data nodes into sets of 
nodes that share the same structure’ characteristics. Then, the node index is used later to reflect 
the relationship (parent/child and ancestor/descendent) between the individual nodes within these 
sets. Since the graph index already covers the structure of the indexed data-trees, the node index 
that can be integrated with the graph index does not have to reflect the structure too. It is 
sufficient for the integrated node index to maintain a unique identity for each and every node in 
the indexed data-trees. We can associate these identities with the graph index nodes and then use 
the graph index along with these identities in the node index to identify the relationship between 
any two arbitrary nodes. The anticipated node indexing scheme should overcome or minimize the 
present problems in the existing node schemes.   

 
Node indexes are implemented by two dominant labeling schemes: the prefix (e.g. Dewey) 

and the interval (e.g., Beg, End) labeling schemes. Each one of these schemes has its own 
advantages and disadvantages. The size of the interval indexes grows constantly regardless of the 
data-tree depth, while it grows exponentially in the prefix indexes. Processing time of interval 
indexes is shorter than that of prefix indexes, because the range labeling scheme is based on 
numbers while the latter is based on strings. The information of a data-tree paths are included 
within the prefix labels, while it is not included within the interval labels and require extra 
processing step to be computed. Prefix indexes are relatively easy to update while interval 
indexes are harder. A possible research area would be to investigate integrating these two node 
indexing schemes into one indexing scheme that retains all the desired characteristics in an index. 
The integrated scheme may have, but should not be limited to, the following characteristics: a 
small reasonable size; based on numbers (not string); a path can be calculated within a relatively 
small cost; and easy to be updated. 
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Backward bisimilar graph indexes can solve simple path queries efficiently. The branching, 
however, has to be dismantled into multiple sub-queries, where each sub-query is equivalent to a 
single path in the twig. Expensive join operations are then used to combine these results to create 
final answers. This problem is solved in forward and backward bisimilar graph indexes as the 
branching queries are solved as one complete query. Choosing an appropriate index definition 
that covers a given query workload is an open problem for (F+B)k-index. Also, efficient index 
building and updating algorithms are needed for non-deterministic forward and backward 
bisimilar indexes. Efficient integration of graph indexes with value indexes is another interesting 
area. This will minimize the I/O accesses by eliminating the need to access two different indexes 
to solve an XML query with a predicate. Identifying a suitable set of statistics for given graph-
based data that can be efficiently computed and stored without having a fixed graph index is an 
open problem (McHugh & Widom, 1999). A hierarchy of graph covering indexes is yet another 
open area of research (Kaushik, Bohannon, Naughton, & Korth, 2002). The hierarchies could be 
defined in terms of summary tables, where higher level summaries could be extracted from lower 
level summary tables.  

 
Sequence indexes support solving a twig query only in a certain order. If the query order does 

not match the index order it will return an incorrect answer. To run a query against a sequence 
index all possible orders of the query nodes have to be tested in order to get an accurate result. 
The node and graph indexes do not have this problem. Another limitation of sequence indexes is 
that they may require a large number of accesses to the index, consequently, it might result in 
expensive random I/O accesses (Gou & Chirkova, 2007). The overhead of the false-positives 
problem is a major drawback of sequence indexes. Finally, the skipping mechanism needs to be 
improved as it visits many data nodes needlessly during a query evaluation. 

 
 

3.5.4  Related Work 
 

Indexing and querying XML data have been active research areas in recent years. Many previous 
research efforts in the field of information technology have been adapted to index XML data. For 
example, IR has been used for text-dense XML documents (Xu et al., 2005; Guo et al., 2003). A 
Suffix Tree has been used by Wang, Park, et al. (2003) to develop dynamic indexes. The Index 
Fabric by Cooper et al. (2001) is based on the Patricia trie (Knuth, 1998) (a string indexing 
scheme). The research on optimization of path expressions in object-oriented database systems 
(Gardarin et al., 1996) and the graph-based semistructured data models (Abiteboul, 1997; 
Abiteboul, Quass, et al., 1997 ), have been adapted by McHugh and Widom (1999) in developing 
Lore (an XML DBMS). Inverted indexes (Salton & McGill, 1983) have been used to support 
containment queries (Zhang et al., 2001), and to build XML indexes (Dong & Halevy, 2007; 
Kaushik, Krishnamurthy, Naughton, & Ramakrishnan, 2004 ). Anatomy of a native XML 
databases have been discussed by Feinberg (2004). 
 

Many systems have been proposed in the academic and commercial fields to provide either a 
query engine for XML data or a complete XML database management system. For example, 
some systems are designed to handle semistructured data (Buneman, 1997) in general, including 
XML documents  (Abiteboul, Quass, et al., 1997; Buneman, Davidson, Hillebrand, & Suciu, 
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1996; Fernandez, Florescu, Kang, Levy, & Suciu,1998; Bertino, Rabitti, & Gibbs, 1998). Other 
systems are designed specifically for XML data (Schoning, 2001; Fiebig et al., 2002; Paparizos et 
al., 2003; Barta, Consens, & Mendelzon, 2004; Che et al., 2006; Wang, Liu, et al., 2003), or have 
migrated to a fully XML-based data model (McHugh, Abiteboul, et al., 1997; Goldman, 
McHugh, et al., 1999; McHugh & Widom, 1999). Finally, there are languages that are designed 
to query only XML data (Chamberlain, Robie, & Florescu, 2000; Boag et al., 2007; Deutsch, 
Fernandez, Florescu, Levy, & Suciu, 1998; University of Washington, 2001; Naughton et al., 
2001; Robie et al., 1999).  

 
 
4.  CONCLUSIONS 
 

XML database systems, including the query optimization engine, do not have the advantage of 
being founded on several decades of scientific research as do relational DBMSs. In contrast to the 
query optimization in the relational databases, XML query optimization is a comparatively new 
research area. An XML query passes through several stages before it gets completely evaluated. 
The evaluation process starts with the parsing stage, where the query is converted to a logical 
query (high level execution strategy query). It is then transformed into several physical plans 
where most of the optimization is carried out (McHugh & Widom, 1999; De Aguiar, Filho, & 
Harder, 2006). These plans’ costs are estimated by the optimizer and the cheapest plan is 
executed by the low-level query execution engine.  

 
A key factor in improving the XML queries is indexing (Zou et al., 2004). Indexes are used 

during most of the optimization stages. Indexing the XML data has to reflect the structure in 
order to be able to support the path queries as well as the twig queries. A twig query consists of 
two parts: (1) the structural part, which is specified by the twig branches; (2) the values that are 
associated with the branches.  

 
Our classification of XML graph indexes is novel. It is based on their deterministic property in 

addition to forward and backward bisimilarity, which determines the possible size and accuracy 
of an index. Deterministic indexes may grow exponentially in the worst case, while non-
deterministic indexes grow linearly. Forward and backward bisimilar indexes are more accurate 
than backward bisimilar indexes. Deterministic indexes guarantee uniqueness of paths, and are 
suitable for simple path queries. They evaluate a simple path query by traversing one path only. 
In contrast, non-deterministic graph indexes may traverse more than one index path to solve a 
simple path query. Our classification of XML sequence indexes is also novel. It is based on the 
mapping direction of data-trees, because the mapping direction is the main factor that drastically 
affects the size of sequence indexes. We use common criteria to analyze the characteristics of the 
most common types of structural indexes.   

 
Our analysis of structural indexes is based on the following key issues: retrieval power, which 

covers the precision and the completeness of an index; processing complexity, which 
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demonstrates how efficient an index can be used to answer a query; scalability of the index and 
its adaptability to queries with different path lengths; and finally update cost of the index. 

 
We observe that no single indexing scheme is capable of satisfying all users’ needs; deciding 

which index scheme to use depends on the users’ preferences. There is a trade-off between the 
size of the structural index and its precision. For example, graph indexes with only backward 
bisimilarity tend to have lower accuracy (which is corrected by some post processing steps) but 
their sizes are minimal. In contrast, graph indexes with forward and backward bisimilarity tend to 
have high accuracy, but at the expense of the size. Node and sequence indexes can be used only 
for tree-shaped data, while graph indexes can be used for both tree-shaped and graph-shaped data. 
Graph indexes can be used to efficiently facilitate additional information such as some statistical 
information, which can be used during a query optimization process. Some indexes cover twig 
and path queries, while others cover only path queries.   

 
Finally, the ultimate goal of researchers is to create an indexing scheme that will occupy 

minimal storage without compromising the precision, if possible, or at least improve the trade-off 
in favor of precision (i.e. have a small increase in the size to achieve higher precision).□ 
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