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Abstract

One of the languages used in the industrial practice of the model-driven development
(MDD) is UML-RT. The language is a proper profile of UML 2 and it targets especially
development of embedded systems. In UML-RT, UML-RT State Machines are used to model
behavior. This paper presents a technique for a symbolic execution of these machines, which
introduces modular treatment of action code. This feature clearly separates the symbolic
execution of the state machine itself from the symbolic execution of its action code and thus
facilitates support of different action languages. The separation is achieved via a formalization
of UML-RT State Machines in which functions are used to represent the result of the symbolic
execution of the action code. Key parts of the technique are formalized, an implementation is
presented and an example is used to illustrate the symbolic execution itself and how it can be
used for different purposes including reachability analysis, invariant checking, output analysis
and test case generation. The evaluation of our tool on two case studies is also discussed.

1 Introduction

Symbolic execution of programs was proposed more than 30 years ago by King. In [21], symbolic
values serve as placeholders for input parameters. These symbolic values are used in a traversal
of the control-flow graph (CFG), which results in a symbolic execution tree. The tree contains
all execution paths and the constraints the symbolic values have to satisfy such that a particular
path in the CFG is followed. Symbolic execution can be used to solve many problems related to
program analysis, verification and testing [11]. Recently, a lot of research has been devoted to
the development of novel extensions to and applications of symbolic execution [27]. Most notably,
combining symbolic and concrete execution has been very fruitful and led to testing techniques
that are now in serious industrial use (e.g., [17]).

Model-driven development (MDD) advocates the use of models as primary artifacts for software
development (rather than code): models are iteratively refined until code can be generated from
them and model-level analyses provide early feedback regarding the quality of the models. MDD
has been used successfully for the development of, e.g., telecommunication, avionics, military, and
automotive systems and is supported by several academic and commercial tools including Scade
Suite [4], Motorola Mousetrap [35], IBM Rational Rhapsody®® [2], IBM Rational@ RoseRT and
IBM Rational@Software Architect Real Time Edition (IBM RSA-RTE) [3]. RoseRT and RSA-RTE
use UML-RT [31], a modeling language and proper profile of UML 2 [5]. UML-RT features capsules
as active objects with their behavior described with state machines. UML-RT State Machines are
a special case of UML 2 state machines with some added constraints (e.g., no orthogonal regions,
a.k.a, “and”-states) and refinements (for executability) and are fully consistent with UML 2 State
Machines. Just like state machines in UML 2, UML-RT State Machines typically contain action
code, i.e., code written in some programming language (IBM RSA-RTE supports C++, Java, and
Alf [26]) that can be associated with transitions or states (as entry actions, do actions, or exit
actions). Although it was recognized long ago that UML-RT lends itself to formal analysis [36],
current UML-RT tools still do not take advantage of this. The work presented in this paper is
inspired by the recent success of symbolic execution of source code and aims at, ultimately, making
its benefits available to the industrial practice of MDD in general and MDD using UML-RT in
particular.

To this end, this paper makes the following contributions:

1) An approach to the symbolic execution of UML-RT State Machines (see Figure 1) is presented.
The approach is based on the traversal of the state space of an internal representation of the state
machine, called Functional Finite State Machine (FFSM). The FFSM is built “on-the-fly” during
the traversal (procedure UMLRT2FFSM in Figure 1) and any action code encountered in the UML-
RT State Machine is incorporated into the FFSM in a modular way in terms of “functions”. This
modularity is a key distinguishing feature of our approach; the clear separation of the symbolic
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execution of the state machine itself from the action code not only facilitates implementation and
support for different action languages (an external symbolic execution engine for the action code
can be used in a “pluggable” way), but also optimization via reuse similar to the work in [16, 6, 34].
We formally define FFSMs and provide algorithms for their symbolic execution (Section 3) and
construction from a UML-RT State Machine (Section 4).
2) The implementation of the approach is described. The implementation consists of Eclipse plu-
gins which can be integrated into IBM RSA-RTE, thus allowing further experimentation with
the symbolic execution of UML-RT, including, e.g., variants that combine symbolic and concrete
execution. The use of the implementation is illustrated on a running example and a model we
obtained from our industrial partner (Section 5).
3) A demonstration of the utility of symbolic execution for different analyses of models of reac-
tive systems including reachability analysis of state machine locations, invariant checking, output
analysis, and test case generation (Section 5) is given.

The literature on the analysis of state machines (expressed in, e.g., UML 2, UML-RT, or forms
of labeled transition systems) is rich. However, as we will argue in Section 6, to the best of our
knowledge, none of the existing approaches combines all the features listed above.

2 Symbolic execution of state machines

The goal of our work is to provide a technique for symbolic execution of UML-RT State Machines
and to enable their subsequent analysis. Two key challenges are the reactive nature of UML-RT
State Machines and their complex behavioral semantics based on action code [31]. In order to deal
with semantics we propose a formalization of UML-RT State Machines with functional finite state
machines (FFSMs). To incorporate reactive features in the analysis of UML-RT State Machines
we define the symbolic execution of FFSMs. Both of the above elements are introduced below and
presented in detail in the following sections.

An example of an FFSM (defined in Section 3) is shown in Figure 2. FFSMs have input/output
actions and variables, which are divided into machine variables, common to all states, and vari-
ables that store input and output values called input action variables and output action variables,
respectively. Additionally, transitions are labeled with three types of functions: guard, update and
output. The first type is used to guard a transition and represents a condition defined over machine
variables and input variables of the input action. The other two types of functions are defined over
the same set of variables, but they represent updates of machine variables and sequences of output
actions, respectively. Both of these functions, as justified in Section 3, are defined using cases and
represented as pairs with the first element being a condition that must be satisfied in order to
apply a given update or to produce an output sequence.

FFSMs capture the most important characteristics of UML-RT State Machines such as states
(called locations), transitions, events and variables. Moreover, functions represent the results of
the symbolic execution of action code. The separation of action code analysis, along with the
generality of FFSMs, make it possible to use them to represent other kinds of state machines, for

FFSM2SET:
UML-RT while exists symbolic states to process
State Machine s = pick one unprocessed symbolic state
for all transitions from location 1 of s
Constraint
solving

s' = generated new symbolic state
if (location 1' of s' is not explored) then
Analysis:
- reachability,

UMLRT2FFSM (1')
mark 1' as explored
- invariants checking

v

symbolic
execution tree

Figure 1: Symbolic execution of UML-RT State Machines.




LO -
Input3(i2) : Input3(i2) :
?true -> ?true->
no_update Inputl() : no_update
[output_input] ?true -> [output_input]
no_update,
[no_output]
\

Input2(il) : Input2(il) :
?(>i1>=0) -> ?(i1<=0) ->

L2 updateVl L1 update L3
[outputV] [outputV]

update functions: nowpdate Y {(true, (vi:=v1, v2:=v2))}
wpdatevl Y {(true, (vi=il, v2i=v2))}
wpdatev2 % {(true, (viimvi, var=it))}
output functions: no_output déf {(true, D}
outputy E {(true, [(outol:=v1)(out.ol:=v2)])}
outputinput 2 {E(iZ > 0), [(out, o1:=v1)]),

(i2 < 0), [(out, o1:=i2)]) }

Figure 2: An example of an FFSM with machine variables v1, v2, input action vari-
ables: i1, i2 and output action variables ol (labels of transitions are of the form
input_action(input_action variables)? (guard) -> update [output]).

Lo Inputl() L1
{v1=0, v2=10} H} » (v1=0, v2=10}
PC={} PC={}
Input2(i1_2) Input2(iT=
[out(o1=0)out(p+=10)]  [out(01=0)out(olg10)]
L2
L3 {vi=il_1, v2=10}
{v1=0, v2=i1_2} PC={il1_1>=0}
PC={i1_2<=0} Input3(i2_1) Input3(i2_1)
[out(o1=i2 out(ol=i1_1)]
Inputl()
Lo Lo 1 L1
{vi=in1_1, v2=0} {vi=il_1,v2=10} [——» {vi=il_1, v2=10}
PC={i1_1>=0, i2_1 <= 0} PC={i1_1>=0, i2_1>0} PC={i1_1>=0, i2_1>0}
Input2(i1_3) .
i ut2(in1_4)
[out(o1 W [out(o1=i1_1)out(o1=10)]
L3 12
{vl=il_1, v2=i1_3} {vi=il_4, v2=10}
PC={i1_1>=0, i2_1>0, i1_3<=0} PC={i1_1>=0, 12 150, il_4>=0}

Figure 3: An initial part of a symbolic execution tree for the FFSM in Figure 2

example the more general UML 2 State Machines [5].

Figure 3 presents the first states of the symbolic execution tree of the FFSM in Figure 2. The
initial symbolic state is LO and the initial values of the two machine variables are 0 for v1 and
10 for v2. In FFSMs, machine variables are always initialized. This assumption is motivated by
the fact that machine variables represent attributes in UML-RT models (as presented in detail in
Section 4), and attributes always have initial values. From the initial symbolic state, the transition
to L1 is executed. Next, there are two possible transitions from L1 triggered by the action Input?2
with input variable i1. To take the transition to L2 the input variable is given a symbolic value
i1_1 that must be greater or equal to 0. This constraint is included in the path constraint of the
next symbolic state. The evaluation of the update function updateV1 yields an update of v1 to
the symbolic value ¢1_1. Symbolic processing of the output function outputV generates a sequence
of output actions using the values of both machine variables.

The symbolic execution of FFSMs conveniently represents the reactive nature of UML-RT State
Machines, because inputs and outputs are part of every transition in the symbolic execution tree.
Additionally, variables of enabled input actions receive new symbolic values.



3 Functional finite state machines and their symbolic exe-
cution

Functional finite state machines (FFSMs) are inspired by X-machines [18] and by Input-Output
Symbolic Transition Systems (IOSTSs) [13]. As in X-machines, transitions in FFSMs are labeled
with functions, but their definition is based on first-order logic structures as in IOSTSs (although
in our case inputs and outputs are on the same transition). The explicit specification of functions
capturing how the machine processes variables is crucial for the formulation of a symbolic execution
algorithm. Also, as we will see in Section 4, FFSMs are defined in such a way that they can express
UML-RT State Machines, which then enables their symbolic execution.

3.1 Functional Finite State Machines

To represent variables, their values and operations on them, the notion of a domain is used.
Definition 1 introduces domains, which are similar to quantifier-free first-order logic structures
with functions and relations [32].

Definition 1. A domain is a tuple D = (U, F, R, X ), where:
- U is called universe and is a possibly infinite set of elements,

- F is a set of functions and each function f € F has an arity n € N and is defined as
f: U™ > U. Given z1,...,xn, € U, f(x1,...,2,) denotes an element of U represented by a
function f. If the arity of a function is 0, then the function represents a constant,

- R is a set of relations: a relation r € R has an arity n € N and is r C U",

- X is a set of variables.

We define terms and formulas in the usual manner. Terms are variables, constants or functions
applied to other terms. We use X(D) to denote a set of all terms over a domain D. Formulas
are either relations over terms or are composed with the standard boolean connectives —, V, A, =.
The set of all formulas over a domain D is denoted with ®(D). We also use an operation vars :
(3(D) U @(D)) — P(X) (P is the powerset operator), which maps a term or a formula to the
set of variables that it contains. Interpretations of terms and formulas are similar to those in
first-order logic: for a given valuation of variables, a term denotes an element of a universe and a
formula denotes either true or false. Additionally we introduce predicates over multiple domains,
which use standard boolean connectives to compose formulas. For a set of domains {D, ..., Dy},
®({D1,..., Dn}) represents the set of all predicates composed from formulas over Dy, ..., Dy.

Variables have a valuation that maps them to elements in their universe. Definition 2 presents
how a valuation is extended to a set of variables from multiple domains.

Definition 2. Let Dy, ..., Dx be domains with universes Uy, ..., Uy and for a variable Y let U(Y)
denote its universe. A waluation of a set of variables X = {Xy,..., X/} is a function v : X —
U.—1 n Ui, such that VX, € X : v(X;) € U(X;). The set of all possible valuations of variables in
X is denoted as Val[X].

Definition 3 of functional finite state machines (FFSMs) uses variables and labels transitions
with functions over their valuations.

Definition 3. Let Doms = {Dq, ..., Dy} be a set of domains. A functional finite state machine is
atuple F = (L,V, AV, A, GF, UF', OF,T,ly,vp), where:

- L={l,...,l;} is a finite set of locations with ly € L being the initial location,

-V ={v1,...,v} is a finite set of machine variables. The function D : V — Doms assigns a
type (domain) to a machine variable,



AV is a finite set of action variables with type assignments D : AV — Doms. Action
variables are partitioned into sets of input and output action variables AVy = {aiy, ..., ain,}
and AVp = {ao1, ..., a0, } such that AV; N AV =0 and AV; U AVp = AV,

A is a finite set of actions partitioned into input and output actions Ay and Ao. Each action
is mapped to a set of action variables vars : A — P(AV) such that Va € A : a € A; =
vars(a) C AV Na € Ao = vars(a) C AVp,

GF is a set of guard functions: gf € GF is a function gf : Val[V] x Val[AV]] — B, where
AV} C AV; and B = {true, false}. So given valuations of machine variables (v) and of input
action variables (v;), gf (v,v;) is either true or false. For a function gf, vars_all(gf) denotes
the set of variables that its valuations range over, i.e., vars_all(gf) =V U AV],

UF is a set of update functions: uf € UF is uf : Val[V] x Val[AV]] — Val[V], where
AV} C AV;. So given valuations of machine variables (v) and input variables (v;), uf (v, v;)
is a new valuation of machine variables. The operation vars_all(uf) is defined as for guard
functions,

OF is a set output functions: of € OF is of : Val[V] x Val[AV]] — Seq(Ao x Val[AV})]),
where AV] C AV;, AV, C AVp and Seq(Ao x Val[AV))]) is the set of sequences of pairs
that contain an output action and a valuation of the output variables used in that action,
i.e., each element of a sequence is of the form (a,v) with a € Ap and v € Vallvars(a)]. The
operation vars_all(of) is defined as for guard functions,

T is a transition relation: T C (L x Ay x GF x UF x OF x L). We require that for a

transition t = (1, ai, gf , uf, of ,I') (denoted also as [ analu,of ') all functions f € {gf, uf, of }
are such that vars_all(f) = (V U wars(ai)), i.e., they are defined only for machine variables
and variables used in the input action ai,

vp is an initial valuation of machine variables, i.e., vg € Val[V].

The set-theoretic definition of guard, update and output functions is not well suited for symbolic
execution, because the tuples contained in the functions are explicitly enumerated, which makes
such representation very verbose. Below, functions are defined in a more succinct way with logical
terms and predicates over the set of domains Doms. In update and output functions a notion
of cases is introduced to allow for attaching conditions to execution paths of action code (see
Section 4).

Each guard function is defined as a predicate over domains of all variables:

qf o 1 such that: ¢ € ®(Doms) A vars(y) C (vars-all(gf))

Update functions are defined as a set of cases. Each case is like a conditional assignment and is
represented as a pair consisting of a case condition (a predicate) and a function that assigns to
each machine variable a term denoting its new value:

def

uf = {ufq, . uf,}

A Yufy, € uf : uf, € (P(Doms) x (V — U (D (v))))
veV

For each uf;, = (v, assign), the variables used in terms and predicates are a subset of vars_all(uf).
We will use the projections case(uf,) = ¢ and assign(uf,) = assign. In Figure 2 no_update,
updateV1 and updateV2 are examples of update functions.

The definition of output functions also uses cases, but the second element of each pair is a list
of output actions with a valuation of output variables:

of = {of1,--s0f m}
AYof, € of : of;, € (P(Doms) x Seq(Ao %X (AssignOut))),



where assignOut € AssignOut if assignOut : vars(ao) = U, e ars(ao) 2(D(v)) is a function that
for a given output action ao € Ap assigns terms to its output variables.

For each of ,, = (v, seq,), the variables used in terms and predicates are a subset of vars_all(of).
We will use the projections case(of)) = ¢ and seq(of)) = seq,. There are examples of output
functions in Figure 2: no_output, output_V and output_input.

The execution of FFSMs relies on the evaluation of functions. The evaluation is performed
using valuations v € Val[V] and iv € Val[AV]], where V are machine variables of an FFSM and
AV] is a subset of its input variables. In order to use these valuations we define a substitution
operation [ |. For a term (or a predicate) p we use p[v,iv] to denote an element of a universe (or
a boolean value). The element (or the value) is obtained by replacing all variables in p with their
values given by valuations v and iv. The concrete evaluation of functions is defined as follows:

1. Guard functions: their evaluation returns true or false and for gf defined with a predicate v
we have:

eval[gf](v, iv) = v, iv]

2. Update functions: the evaluation returns a valuation of machine variables V. A new valuation
is returned if at least one of the cases evaluates to true. Suppose uf;, € uf with case(uf,) = ¢
and update(uf;) = u, then we have:

eval[uf](v, iv) = v’ € Val[V] iff
Juf,, € uf : dlv, ] AVz € V :v'(z) = u(z)[v, iv]

3. Output functions: the evaluation results in a sequence of output actions, which occurs only
if one of cases evaluates to true. A sequence of output actions is generated with values of
output variables given by the valuations v and iv. For a case of; in an output function of,
let case(of ;) = ¢ and seq(of ) = (01, v1)(02,v2)..., then:

eval[of](v,iv) = s iff
Jof, € of : plv, ] As = (01, v1[v,v]) (02, va[v, iv])...

Evaluation results of update and output functions may not be uniquely defined if more than one
case evaluates to true.

The concrete execution semantics of an FFSM is defined using labeled transition system (LT'S).
In such an LTS each state represents a location and a valuation of machine variables. Transitions
between states contain input actions and sequences of output actions along with values for their
respective variables.

Definition 4. Let F' = (L,V, AV, A, GF', UF', OF,T,ly,vp) be an FFSM. Its concrete execution
semantics is a tuple E(F) = (S, Tr, sg), where:
- S is a set of execution states. Each state is a pair (I,v) where [ € L is a location and
v € Val[V] is a valuation of machine variables;
- Tr is a transition relation Tr C (S x Ay x Val[AV]] x Seq(Ao x Val[AV]]) x S), where
AV} C AV; and AV)y C AVp. The transition relation is generated by the following rule:

g el sof ', iv € Vallvars(4)],

eval[gf](v,iv), v’ = eval[uf](v,iv), seq = eval[of](v, iv)

i,iv,seq

(Lo) T (0

The set of all paths is defined as paths(E(F)) = {sotosi...|Vk > 0 : ¢, = (g, 4,90, seq, Sp+1) ANt €
Tr}.

Example 1. An example for an FFSM is presented in Figure 2 for a single domain of integers.
The FFSM has locations L = {L0,L1,L2,L3}, machine variables V' = {v1,v2}, action variables for
input AVy = {i1,i2} and for output AVp = {o1}. Actions are A; = {Inputl, Input2, Input3}
and Ap = {out}. The initial location is LO and initial valuation is {vl = 0,v2 = 10}. Figure 4
presents the initial states of the concrete execution.



Lo
{v1=0, v2=10} | []

L1
{v1=0, v2=10}

Input2(-1) put2(0) Input2(0) Aput2(1 Input2(99)
[out(0)out(10)1 [out(0)quf(10)] [out(0)oyt(10)] [out(D)out(}0)] 0ut(0)out(10)]
L3 L3 L2 L2 L2
""l {v1=0, v2=-1} || {v1=0, v2=0} {v1=0, v2=10} {vi=1,v2=10} |"""| {v1=99, v2=10} | """
Input3(-1) Input3 Input3(1)
[out(-1) ut(0)] out(99)]
Lo Lo

Lo
| {v1=99, v2=10} || {v1=99, v2=10} {v1=99,v2=10}‘

Figure 4: An initial part of concrete execution of the FFSM in Figure 2.

3.2 Symbolic execution of FFSMs

Symbolic execution of FFSMs, as outlined in Section 2, follows the general approach of symbolic
execution of programs [21]. This means that values of variables are represented as terms over
domains of the variables. Definition 5 introduces a notion of symbolic valuation for a set of
variables.

Definition 5. For a set of variables X a symbolic valuation v° is a function that maps a variable
to a term from its domain, that is v* : X — (J,cy X(D(v)) such that Vv € X : v®(v) € X(D(v)).
The set of all possible symbolic valuations of variables in X is denoted as Val®[X].

The central element of the symbolic execution of FFSMs is a symbolic evaluation of guard,
update and output functions. The evaluation is conducted for a given symbolic valuation of
machine variables v® € Val®[V], path constraints pc and a symbolic valuation of input variables
iv® € Val®’[AV]], where AV] C AV;. During evaluation, variables are replaced by their values,
which are symbolic and represented with terms. To achieve this, a replacement operator for terms
and predicates is introduced. If p is a term (or a formula or a predicate) then p[v®,iv®] denotes
a term (or a formula or a predicate) with all variables in p substituted by their mapped symbolic
values in v® or iv®. Additionally, evaluation of each function may update path constraints. This
happens if a guard or a case condition cannot be inferred from the current path constraints and must
be assumed. Symbolic evaluation of functions is given by (pc = ¢ abbreviates ((/\,c,.¥) = ¢)):

1. Guard functions: evaluation may result in an additional path constraint.

eval®[gf](v°, iv°, pe)

if pc = gf[v®,iv?]
otherwise.

0,
{afv®,iv°]},

2. Update functions: evaluation results in a pair containing possibly a new path constraint and
a new symbolic valuation. The evaluation is performed for each case and for the kth case
uf . = (¢, asgn) (¢ is a case constraint and asgn € Val®[V] is a symbolic valuation) we have:

eval®[uf ] (v®, iv°, pc) =

{(@, asgn[v®, w?]),

(¢[v®,iv°], asgn[v®, iv?]),

if pc = ¢[v®, w7
otherwise.

where asgn[v®,iv°] is a valuation such that Yo € V' : asgn[v®, iv®](v) = asgn(v)[v®,iv®].
3. Output functions: evaluation may result in a pair with a sequence of output actions as the sec-
ond element. Evaluation is performed for each case. For the kth case of ;, = (¢, (0al, asgnl)(0a2, asgn?2)...)

we have:



Table 1: An example of symbolic evaluation of the functions from Figure 2.
v® = {(vl < ¢1_1), (v2 < 10)},
ivf = {(i1 « i1.2)},

Arguments: s = {(i2 + i2_1)},
pc = {i1_.1 > 0}

guard function: (i1 > 0) eval®[(il > 0)](v®, iv7, pc) = {(:1.2 > 0)}
update func.: updateVi e evals[updatieVll](vs, vy, pe) =
{(true, (v1:=il, v2:=v2))} (0, {(v1 «41.2), (v2 « 10)})

] def ] eval®[output_inp;](v®, 03, pc) =
output func.: output_inp = {((i2 > 0), [(out, ({i2-1 > 0}, [(out, (01 + 1_1))]),
01.::"1)])7 . eval® [output_inps](v®, iv;, pc) =
((i2 £ 0), [(out, ol:=i2)])} ({i2-1 < 0}, [(out, (ol + i2.1))])

eval® [of ;] (v° , v, pe) =

(0, (oal, asgnllv®,iv®])...), if pc = ¢[v?,iv?]
(p[v®,iv%], (0al, asgnl[v?®, iv®])...), otherwise.

Example 2. Table 1 presents the symbolic evaluation of some of the functions in Figure 2. For
instance, an evaluation of the guard function (i1 > 0) results in a constraint (:1-2 > 0) by simply
replacing i1 with ¢1_2 based on a mapping iv]{. The output function output_input is evaluated
using the mapping iv5 and the evaluation proceeds for both cases.

Definition 6. A symbolic execution tree for a given FFSM
F=(LV,AV,A GF,UF,OF,T,ly,v) is a tuple

SE(F

The set of all symbolic paths is defined as paths®(SE(F')) = {s§tysi...|Vk > 0 : &7 = (s3,14,iv°, seq, s5 1 )A

) = (8%, AVE, InVars®, Tr®, s§), where:
AV} is a set of input variables different from all other variables in F,

InVars® is a set of mappings iv® : AV} — AV} with AV} C AV} that assign to an input
variable a new variable that represents its symbolic value. Each mapping is therefore a special
kind of a symbolic valuation for an arbitrary subset of input variables,

5% is a set of symbolic states s = (I,v%,pc), where | € L is a location, v* € Val®[V] is a
symbolic valuation of machine variables and pc is a set of path constraints that are predicates,
i.e., pc C ®(Doms). For a state s = (I, v, pc) we define projections val(s) = v and pc(s) = pe.
The initial symbolic state s§ € S* is (lg, vo, 0),

Tr® is arelation Tr® C (5% x Ar x InVars® x Seq(Ao x Val®[AV))]) x S%), where AV, C AVp.
For a transition t = (s, ai,iv, seq, s’) we denote its source and target states with sr(t) = s
and tg(t) = s’ and its sequence of output actions as seq(t) = seq. The transition relation is
generated by the following rule:

el U, iv® € InVars, pc; = eval®[gf](v°, iv°, pc),
Juf, € uf : (pca,v’) = eval®[uf ,](v°, iv°, pe),
Jof, € of : (pes, seq) = eval®[of ;. ](v®, iv®, pe),
pc’ = pcliv®, v] U per U pea U pes, pc’ satisfiable
(1, v, pc) abiviysea ', vs’, pe’)

ti e Tr}

A symbolic execution tree for an FFSM represents its all possible concrete executions, which
follows from the theorem below. In the theorem the relation = between paths is satisfied if values
used in a concrete path satisfy all path constrains in a symbolic path and paths agree as for
locations and actions.



Algorithm 1 FFSM2SET - symbolic execution of an FFSM

Require: F = (L,V,AV,A,GF,UF,OF,T,lo,vo)
Ensure: SE(F) = (5%, AV, InVars®, Tr*, s3)
to_process +— < sg >
while to_process # 0 do
3: s = (I, sv, pc) < removed first element from to_process
for all outgoing transitions t = (I, a3, gf,uf,of,l’) from | do
iv® < new mapping of variables in vars(az)
6: pc’ + pcU eval®[gf](v®, iv®, pc)
for all uf, € uf do
(pc”’,v°") « eval®[uf ] (v®,iv®, pc’)
9: for all of, € of do
(pc””,seq) < cval®[of ,)(v", iv*, pc')
pc/ - pcl U pC“ U pc///

12: if (pc’ is satisfiable) then
s« (I',v% ,pc)
S% «— S*uU{s'}
15: Tr® < Tr° U {(s,ai,iv®, seq, s')}

InVars® < InVars® U iv®
if ~(3s" € S°:s"" #s' As’ <s") then
18: add (U, vs/,pc/) at the end of to_process
return SE(F)

Theorem 1. Let F' be an FFSM. For its execution semantics £(F) and symbolic execution tree
SE(F) we have

Vp € paths(E(F)) : Ap® € paths®(SE(F)) : p E p°

(sketch). The proof is inductive over length of paths. For paths with the length 0 we note that
initial states are the same in a symbolic and concrete execution. Now let assume p |= p® for paths
of length n. For a concrete path p a transition is added according to the rule in Definition 4. The
rule requires that there is a transition in which a guard function is satisfied and there is a case in
an update and in an output function that are satisfied. The satisfaction of guard and cases implies
that a transition is also generated for a symbolic path p®. The transitions agree, thus the concrete
path with length n + 1 satisfies a symbolic path of the same length. O

Algorithm 1 shows how to construct a symbolic execution tree from an FFSM. The algorithm
explores symbolic states in a breadth-first search manner and maintains states waiting for ex-
ploration in a queue to_process. During the exploration of a symbolic state, for each outgoing
transition from the state’s location the guard function and each case of update and output func-
tions are symbolically evaluated. If generated path constraints do not create a contradiction, then
a new symbolic state is added to the tree along with a symbolic transition. If this new state is not
subsumed (denoted as < and explained below) by one of the previous states, then it is stored in
to_process. The algorithm terminates if there are no more states to explore.

The presented method uses the subsumption relation. For two symbolic states s’ = (I’, sv’, pc’)
and s” = (I"”,sv”,pc"), we say that s” subsumes s’ (denoted as s’ < s”) iff the states have the
same location (I’ = ["), the same symbolic valuations sv’ =;, sv” and the path constraints pc”
of s” are weaker than the path constraints pc’ of s’. The subsumption relation also relates states
that are different only up to the replacement of the last input symbolic variable. The rationale
behind this relation is that if there is a state s’/ with weaker path constraints pc’ and with the
same location and values of machine variables, it represents in fact more states with concrete values
than s’ does. This means that there is no point to further explore s’. Note that Algorithm 1 may
not terminate, if there are loops with updates based on the previous values of machine variables
to machine variables. To overcome this, each transition is symbolically executed only M times,
where M is some user-defined bound.

Example 3. Figure 3 presents a part of a symbolic execution tree for the FFSM given in Example 1.
Comparing the tree in Figure 3 to the concrete execution shown in Figure 4 we see that in the
symbolic execution there are two symbolic states for the first occurrence of the location L2. In the



Table 2: The mapping of UML-RT elements to elements of an FFSM.

l UML-RT State Machine element [ FFSM element l
non-composite states (with parent states) locations L
attributes of a capsule machine variables V'

input t i 1s) for b t . .
put events (mgna s) for ase.por s, input actions A;
output events (signals) for conjugated

output events (signals) for base ports, .
. . . output actions Ao
input events (signals) for conjugated

are ters of i t d tput . .
parameters o ln[.)u and outpu action variables AV
events (signals)

transition chains between two states transitions T’

. . initial valuatio
default values of attributes i V nationt
of machine var. vg

initial pseudostate of a top level state initial location lg

concrete execution the number of states with the location L2 is given by the number of possible
values of the input variable 71 and thus it is potentially infinite.

4 UML-RT State Machines as FFSMs and their analysis

The UML-RT language is a profile of UML 2 [5] and is used for modeling embedded and real
time systems. The language is supported by the IBM RSA RTE tool (a successor of the IBM
Rational@RoseRT tool) [3]. UML-RT models consist of a hierarchy of capsules connected with
typed ports [31]. A capsule, as its name suggests, is a highly encapsulated entity, which communi-
cates with other capsules only by sending and receiving signals through its ports. Each port has
a type specified with a protocol, which gathers sent or received signals. Connected ports must im-
plement the same protocol and one port in such a connection is declared to be a base one, whereas
the second one is a conjugated one, in which send and receive signals of its protocol are inversed.

Capsules have their behavior specified with UML-RT State Machines [31], which are similar
to UML State Machines [5]. A UML-RT State Machine contains hierarchical states and guarded
transitions, which are triggered by signals received on ports. As the standard UML State Machines,
UML-RT State Machines use a strict run-to-completion semantics of event-handling. The main
difference between UML and UML-RT State Machines is that UML-RT State Machines do not
have “and-states”, i.e., no orthogonal regions. Hence all states are “or-states”. Moreover, UML-
RT State Machines deal with sending events and the initializations of timers in their action code.
Figure 5 presents an example of UML-RT State Machine.

4.1 Representing structure

In order to represent structural elements of UML-RT State Machines, these elements are mapped
to elements of FFSMs. This mapping is summarized in Table 2.

States in UML-RT State Machines might be hierarchical, whereas FFSMs do not support such
hierarchy. Thus to be able to process hierarchical UML-RT State Machines, locations of FFSMs
are assumed to contain the information about a state and all its parent states. In this way it is
possible to discover transitions of a given state and its parent states (if any). The exploration of
states and transitions is part of the on-the-fly algorithm introduced in Section 4.3. Hence explicit
flattening of UML-RT State Machines is avoided and a flat UML-RT State Machine is not required
as the input to symbolic execution.

In the presented mapping of UML-RT State Machines not all available features are considered.
For instance, we omit history states or internal transitions. Although these are important modeling
elements, their treatment is not essential in the presented approach. To include them only the
state exploration part of the algorithm has to be adjusted, which does not influence the symbolic
execution. The support for these elements is left for future work.
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4.2 Representing action code

Action code from UML-RT State Machines is represented in FFSMs as functions. Such code
is contained in entry or exit actions of states and as actions and guards on transitions. It is
gathered during the discovery of transition chains (see Algorithm 2) in the order imposed by the
run-to-completion semantics of UML-RT. To generate functions, the gathered code is executed
symbolically [21] with the sending of events also included in the resulting symbolic execution tree.
The results of a symbolic execution of action code are translated to functions in FFSMs.

Definition 7. Let assume that a piece of action code ¢ has been executed symbolically and has
produced a symbolic execution tree. Leaves of this tree are tuples (pc., sv., ret., seq,), where pc.
represents the path constraints, sv. the symbolic values of machine variables (required by update
functions), ret. the returned boolean expression (required in guard functions) and seq, the possibly
empty sequence of output actions (required in output functions) with symbolic values of output
variables. Let the set SE(c) contain all leaves of the tree. Then c is represented by the functions:

- guard function:

def
gf = /\(pcc,svc,retc,seqc)ESE(c)((/\pEpcc p) = TEtC) 9

- update function:

uf dzef{uka(pcc, Sve, Tetc, seq,.) € SE(c) :
(case(ufy) = A\ p) A (update(uf,) = svo)},

pPEpce
- output function:

of déf{ofk\ﬂ(pcc,svc,retc,seqc) € SE(c) :
(case(of ) = /\ p) A (seq(of) = seq,)}.

PEPCce

If ¢ does not return any ret. then the guard function is trivial. Similarly, if ¢ has no updates or
outputs then update or output functions are trival.

The exact specification how to symbolically execute action code depends on the used action
language. In the next section we use C++, however the above method can be applied also to other
languages.

4.3 Constructing FFSMs

The construction of an FFSM from a given UML-RT State Machine is performed in two stages.
First, the static elements of the FFSM are created according to Table 2. These elements are
all variables, input and output actions, an initial location and valuation. The second stage is
performed on-the-fly during symbolic execution of the FFSM in Algorithm 1. The exploration
that is added after line 18 of Algorithm 1 and is outlined in Algorithm 2. The overall process has
been presented in Figure 1.

The intent of the above translation is that the resulting FFSM captures the semantics of the
UML-RT State Machines. A formal proof of this property is outside the scope of the paper and
is omitted due to space limitations. For the same reason a formal definition of the translation of
UML-RT State Machines into FFSMs is not presented.

Algorithms 1 and 2 are designed to analyze UML-RT State Machines. However, it can be
adapted to analyze the general UML State Machines [5] or any subset of those. For instance,
to deal with "and-states” in UML 2 a mapping of a location to a configuration of states in a
state machine is necessary. Additionally, symbolic execution of code needs to be adjusted. These
enhancements are left as the future work.
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Algorithm 2 UMLRT2FFSM - constructing an FFSM from a UML-RT State Machine

Require: UML-RT State Machine SM,

Require: FFSM F = (L,V, AV, A, GF, UF, OF, T, o, vo),

Require: location I’

if I’ not explored then
for all transition chains tc in SM starting in I’ do

action_code <« gather exit, entry actions, guards, effects of transitions in tc
SE(action_code) «— execute symbolically action_code
generate functions gf, uf, of from SE(action_code)
add target state I’ of tc to L,
add (I’ trigger of tc, gf, uf, of ,1"") to T
mark 1’ as explored

4.4 Analyses of UML-RT State Machines

A symbolic execution tree generated from an FFSM, which is translated from a UML-RT State
Machine can be used to perform several analyses. This is possible, because the tree represents
all possible executions of the machine up to the subsumption relation. Therefore, we can verify a
variety of properties of UML-RT State Machines. The most important ones are introduced below.

A symbolic execution tree can be used to perform reachability analysis between states in the
original UML-RT State Machines, which are represented with locations in the FFSM. The location
s is reachable from the location s’ if there is a path (which may contain subsumed states) in the
symbolic execution tree, which starts in a symbolic state with the location s and ends in a symbolic
state with the location s’.

Another useful analysis is invariant checking, which allows checking whether some conditions
are satisfied in all states of execution of a UML-RT State Machine. Conditions are defined as
predicates over attributes (i.e. machine variables in the FFSM) and input variables of the UML-
RT State Machine. A predicate with those variables is an invariant if it can be inferred from path
constraints in all symbolic states of the symbolic execution tree.

A symbolic execution tree can be also used for output analysis, that is, to check whether an
output action is a part of any output sequence. In this way it is verified whether an event in a
UML-RT State Machine is generated as output during its execution. If this event is represented
with an output action a, we check whether the FFSM has a transition in which a, occurs in a
sequence of output actions. If so, a path to such a transition is returned.

If a symbolic execution tree is deterministic it can be used to generate test cases. The tree is
deterministic if two outgoing transitions with the same input action cannot be both taken for the
same values of input variables, thus the path constraints in the resulting symbolic states do not
have a solution in common. A set of test cases that provides path coverage of a UML-RT State
Machine is defined as the traces to the leaves of a symbolic execution tree. A trace is a sequence
of input and output actions gathered from the transitions that lead to some leaf. In order to be
useful, such traces must be solved, which means that input variables in each trace receive values
that do not contradict the path constraints.

The presented analyses are just examples of how symbolic execution trees can be used to verify
some properties of UML-RT State Machines. They were chosen, because our industrial partners
expressed interest in them. Nevertheless, other possible types of analysis as well as extensions of
the above methods are possible.

5 Implementation and evaluation

5.1 Implementation

The implementation of the symbolic execution of UML-RT State Machines as well as the analysis
consist of several Eclipse plugins in IBM RSA RTE [3]. The implementation follows the general
approach as presented in Figure 1.

During the implementation several assumptions were made. Firstly, the symbolic execution of
code is performed for a subset of C+4 containing basic operations on variables, if statements and
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[+ 5tate Machine

@ Warking
carswithin/noOfCars = lightsTimeout[return  walkTimeoutf
*rtdata; carLights 1= 3;] pLights.nowalk().send();
Initial b 2 S
lightsTirmeoutGreen[retur
- @ Mowalking | carLights == 3;] @ Walking

_’[ \y'.

Triitial

. press noCars[returm-noOfCars==0;]
failuref * o
cLights. blirk (), send(); i .
cars[return noOfCars = 0;] carswithin/noOfCars\=
i *rtdata;[int cars; |
waltTimeout " *rtdata;

@ Closed E9Waiting return cars==0;]

// ENTRY code of Walking
//change lights
carLights = (carLights + 1) % 4;
cLights.lights(carLights) .send();
//yellow or yellowRed light
if (carLights == 1 || carLights==3{
// ENTRY code of Waiting lightsTimer.informIn (RTTimespec(5,0));}
waitingTimer.informIn (RTTimespec(10,0)); //red light
if (carLights == 2){
plights.walk () .send();
int ti = 30;
if (noOfCars < 20 && noOfCars !=0)
ti = ti - noOfCars;
walkTimer.informIn (RTTimespec(ti,0));}

Figure 5: An example of UML-RT state machine (transitions are of the form action/action
code [guard codel).

while loops (their symbolic execution is bounded). The symbolic execution of full C or C++ is not
trivial and is not of interest here. We justify this simplification by the observation that action code
used in UML-RT State Machines is typically not very complex. Secondly, variables are assumed
to have numeric types (i.e., integer and reals). This is the consequence of using the constraint
solver Choco [1] for constraint representation and for checking their satisfiability in Algorithm 1.
Thirdly, constraints are compared syntactically (symbol by symbol). Therefore the subsumption
relation < is quite restrictive and does not take into account the meaning of constraints. Finally,
we treat setting timers and timeout events as ordinary actions, but we require that a timeout event
happens only if the corresponding timer has been set.

5.2 Example

To present some of the possible analysis results, the example of the UML-RT State Machine shown
in Figure 5 is used. This machine is a part of a UML-RT model of traffic lights. The system controls
pedestrian and car lights at a street crossing. It is equipped with buttons and with sensors that
periodically report a number of cars approaching the crossing. The shown UML-RT State Machine
specifies the behavior of the controller. There are two attributes noOfCars and carLights. The
latter stores the encoding of the current color of lights for cars (0 is green, 1 is yellow, 2 is red, 3
is yellow-red). Both attributes are initialized to zero. In the presented code the pointer *rtdata
represents input values, timers are set using the informIn() method and sending events uses the
send () method.

The result of the symbolic execution of UML-RT State Machine in Figure 5 is a symbolic
execution tree, which is shown partially in Figure 6. The whole tree has 98 states, which is the
consequence of combining possible valuations of the attribute carLights and locations, as well as
additional branching conditions based on the attribute noOfCars. The tree represents the possible
executions of the given UML-RT State Machine with each symbolic state aggregating possibly
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initial:
VAL={noOfCars=0, carlights=0}

pC=(]
default)
1]
Closed manager.failed() MNoWalking button.press() Walking
VAL={noOfCars=0, carlights=0} tetrehteistimid VAL={carLights=0, noOfCars=0} ——fckightstightstightsvar=titightsFimetimetter=S—# VAL={neOfCars=0, carlights=1}
PC=] PC=[] pC=(]
carSensor.carsWithin(carsWithinvarQ) anm
1}
Closed managerfailed() | NoWalkin b Wait
X § fa g utton.press() aiting
VAL={carlights=0, noOfCars=carsWithinvar} sctightsbtimitii— yAL={noOfCars=carsWithinvard, carlights=0} —fweitimgFimerttirmetfar=t6i——m VAL={carLights=0, noOfCars=carsWithinvar0}
PC=[] PC= PC=[{carsWithinvarQ > 0),]
1]
button press() Within(carsWithinvarl
[(nghts.l\ghts{l\ghtsvar:]l}hghtsT\mEr{tlmErVar:S}] T arsWithin{carsWithinvarl) b
Closed manager.failed() | Walking
VAL={noOfCars=carsWithinvard, carLights=1} =4rtights-stmb— VAL={carLights=1, noOfCars=carsWithinvard} polialking
PC=[(carsWithinvar) == 0),] PC={(carsWithinvard == 0),] VAL={carLights=0, noOfCars=carsWithinvarl }
lightsTimer() Pe=0

[:Lights‘\ights{\ights\rar:Z}pLigh&s.walk{}walkTimer{timerVar:EO}]
Walking
VAL={noOfCars=carsWithinvar0, carlights=2}
PC=[{carsWithinvard == 0),(! ({carsWithinvard = 0) & (carsWithinvar0 < 20))),]

Figure 6: A part of a symbolic execution tree for the example UML-RT State Machine in Figure 5.

infinitely many concrete states.
In the implementation the computed tree is used to perform analyses as introduced in Sec-
tion 4.4:

1. Reachability analysis. For instance, checking for paths from Walking to NoWalking returns
a path (i.e., a sequence of symbolic states and transitions that connect them, the latter are
enclosed in ”<>¢) :

(Walking, (carLights=3, noOfCars=0), PC=[])

<lightsTimeout(), [] >

(NoWalking, (carLights=3,no0fCars=0), PC=[])

The last symbolic state reveals a fault, because the value of carLights is not properly reset
to 0 (green lights for cars) and the lights signal with this value is not sent (the fault is in
the transition between Walking and NoWalking in Figure 5).

2. Invariant checking. For example, when checking the invariant (no0fCars >= 0) there is a
violation found for a simple path with only a single occurrence of the signal carsWithin.
This is because the input value is not checked before the assignment to noOfCars, and the
attribute takes on a negative value (this fault is in the action code of the self-loop transition
in NoWalking state in the UML-RT State Machine in Figure 5).

3. Output analysis. For example, if we consider the signal walkTimer.informIn() the following
traces are possible:

- <carsWithin(var0)[] > ...
<lightsTimeout() [...,walkTimer (timerVar=(30-var0))] >
with PC=[(var0 > 0), (var0 < 20)],

- <carsWithin(var0)[] > ...
<lightsTimeout () [...,walkTimer (timerVar=30)] >
with PC=[(var0 > 0), —(var0 < 20)],

The traces show the values used to set the timer and their constraints.

4. Test case generation. The tree is deterministic and there are 50 test cases satisfying a path
coverage criterion. One of them is:
<carsWithin(1) ><press() [waitingTimer(10)]>
<waitingTimeout () [lights(1),lightsTimer(5)]>
<lightsTimeout () [1ights(2),walk(), walkTimer(29)]>
<failed() [blink()]>
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Table 3: Performance of generating symbolic execution trees (SET) and test cases (TC)

UML-RT State lnum}oer O.f number of states time to generate time to generate
Machine ocations in in SET SET (in seconds) TC (in seconds)
FESM
Traffic lights (Figure 5) 5 98 2.9 0.3
Phone (simplified) 69 960 20.8 97.1
Phone 125 4069 51.0 362.4

5.3 Evaluation

In order to evaluate the presented approach we performed several experiments using different UML-
RT State Machines. Table 3 presents the results of these experiments (performed on a standard
PC with Intel Core i7 CPU 2.67 GHz, 3GB of RAM). In the table the first UML-RT State Machine
is the one presented in Figure 5. The third UML-RT State Machine, which we obtained from one
of our industrial partners, models interactions between a user and a phone. It has more than 100
states, which are nested up to the sixth level. In the simplified model (the second UML-RT State
Machine in Table 3) some of the transitions are disabled using contradictory guards, so parts of the
UML-RT State Machine are not reachable. The presented results include the test case generation
time, which is the most complex analysis, because all paths in the tree must be considered.

As shown in Table 3 the sizes of the generated FFSMs differ for the last two cases. Although
both UML-RT State Machines contain the same number of states and transitions, in the first model
some parts are unreachable. Because Algorithm 2 generates the appropriate FFSM on-the-fly, the
FFSM represents only a reachable part of the UML-RT State Machine. Therefore the number of
locations in the FFSM is the same as the number of non-composite and reachable states in the
respective UML-RT State Machine.

Times to generate SET's increase with the number of locations in FFSMs and with the number of
states in SETs. Nonetheless, the increase is not proportional: on average it takes 0.03s to generate
one symbolic state in the first model and only 0.01s in the third one. The difference between those
two models is only in the used action code: the action code of the UML-RT State Machine shown
in Figure 5 introduces more constraints than the action code in the phone model. With more
constraints more queries are made to the constraint solver, which affects the performance. This
effect manifest itself in the time required to generate test cases for the third state machie. There
are more than 3000 paths in the SET and all these paths must have their constraints solved to
become test cases and this process is very time consuming.

As presented, the prototype implementation performs the analysis of the subset of UML-RT
State Machines. However the implementation has its limitations. One of them is inherited from
the Choco solver [1], which cannot solve arbitrary complex constraints and is not very efficient.
Nevertheless, for straightforward relations between variables, the performance is acceptable and the
solver is sufficient. The other limitation is the result of the exhaustive exploration in Algorithm 1,
which may mean that the implementation does not scale well to larger models. However, the
presented technique, besides using symbolic values to aggregate states, is applied to a single state
machine, so the analysis is performed on the unit level. As illustrated by the above examples, the
technique can be applied to analyze non-trivial UML-RT State Machines. The general applicability
of the method to industrial models is future work and will directly depend on the nature of the
action code used in these models.

6 Related work

We partition our discussion of related work into three groups: 1) symbolic execution of programs,
2) symbolic execution of state-based models, and 3) formal analysis of state machines in UML and
UML-RT.

1) Apart from the development of a dedicated tool for symbolic analysis, the use of a standard
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model checker has also been suggested [20, 12]. A translation of UML-RT State Machines into
a language supported by one these tools could be used to realize symbolic execution of UML-RT
State Machines. While this approach would allow use of, e.g., the optimization and abstraction
features of these model checkers, it would also complicate the support for different action languages.
Approaches to make symbolic execution modular by creating summaries of computational units
have also been developed (e.g., [6, 16]). Although the technical details differ, these summaries are
similar in spirit to the functions used in FFSMs to capture the effect of action code.

2) Symbolic execution has been applied to different kinds of state-based models. For instance, Tret-
mans’ testing theory [9], which formalizes circumstances under which an implementation (modeled
as an input/output transition system, ioT'S) can be considered conforming to a specification (mod-
eled as a labeled transition system), has been extended to deal with infinite-state specifications
using symbolic execution for test case generation [13] and selection [19]. The work in [15, 28]
builds on this effort and presents approaches for test case generation for UML 1.x state machines
by translating them into i0oTS, and for implementing LTL model checking of ioTS by using sym-
bolic execution. Test case generation for a timed extension of Harel’s Statecharts is dealt with
n [22] (the work in [8] does the same for Harel Statecharts, but without symbolic execution). In
contrast to our work, none of these approaches allow for action code that is written in a standard
programming language.

3) A deductive approach to verifying temporal properties state machines in UML 1.x is taken in [7,
33]. A simple, idealized action language containing assignment, sequencing, parallel composition is
supported, however, the approach cannot be used for test case generation and is not fully automatic,
since it is based on interactive theorem proving. The literature contains many proposals to model
check state machines in UML-RT and UML. All approaches we are aware of translate the state
machines into the input language of a model checker. Early work on translating UML-RT State
Machines to Promela can be found in [29]. The approach in [30] deals with state machines in
UML 1.4 in the same way, but also features an implementation that can check state machines with
respect to collaboration diagrams (called communication diagrams in UML 2). The work is revised
to deal with timing constraints in [25] using timed automata and Uppaal. In [10], Burmester et
al also use a form of timed automata and Uppaal; however, the work also supports incremental,
compositional development and refinement via the reasoning approach detailed in [14]. In [23],
UML-RT State Machines are mapped to ASML; in contrast to other work on the topic, dynamic
capsule creation, binding, and destruction via optional and imported capsules are supported as
well; SpecExplorer is used for simulation of UML-RT models, but support for model checking and
test case generation is left for future work. In [24], UML State Machines are translated to Java and
analyzed using JPF. Unlike other works, the approach can deal directly with Java action code, but
support for other action languages would require a translation to Java. A key difference between
model checking and symbolic execution is that symbolic execution is capable of handling very large
(possibly even infinite) state spaces.

A comprehensive, formal account of the semantics of UML-RT is still an open research problem.
Since the primary goal of our work is to define and implement symbolic execution of UML-RT State
Machines and not to present a full, formal definition of their semantics, we do not review this part
of the literature. Finally, the model analysis capabilities of IBM RSA RTE and RoseRT are quite
limited and do not cover the analyses we are interested in. Therefore, these tools also are not
reviewed any further.

7 Conclusions and future work

This paper presents a method for the symbolic execution of UML-RT State Machines, able to
handle different action languages. This is possible due to the modular treatment of action code
via functions, which are constructed on-the-fly during the symbolic execution of state machines
with the help of a symbolic execution engine for action code. The functions are incorporated
into a formal representation of state machines, called functional finite state machines (FFSMs).
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As shown, FFSMs can represent UML-RT State Machines, however translation from other state
machines models is also possible. The symbolic execution of FFSMs is formally defined. To
illustrate the method and the analysis, the paper presents an implementation which symbolically
executes UML-RT State Machines with action code that is a subset of C++. The resulting symbolic
execution tree is used to perform reachability analysis, invariant checking, output analysis and test
case generation and two case studies are presented.

Apart from the future work already mentioned, more work is required to determine the ap-
plicability of the technique to industrial-size UML-RT models. If performance or functionality
improvements become necessary some of the recently developed extensions of symbolic executions
(e.g., with concrete execution) will be considered. Finally, work allowing for the symbolic analysis
of collections of capsules by combining symbolic execution trees is currently ongoing [37].
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