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1. Introduction 

Artificial intelligence (AI) has emerged as a field of computer science that aims to solve problems in a 

manner similar to that of humans.   Although AI is still far from reaching human-level intelligence, there have 

been many successes in different areas and different applications such as computer science, medicine, 

finance, industry, transportation, communication, etc. [1].  

The study of knowledge-based systems (KBS) (also known as expert systems) is one of the most successful 

branches of AI research.  In knowledge-based systems, the model of knowledge must be elicited and 

implemented, often in the form of rules or objects, despite the depth of the domain knowledge that has to be 

covered [2].  Although model-based KBSs have been successful in many domains and applications [3] [4] [5] 

[6], several obstacles remain.    The main difficulty is the elicitation of knowledge, mainly due to the 

requirement that the expert knowledge must be in the form of rules, which is not typically the way experts 

think about their domain problems and solutions.   Other problems include the difficulty in KBS 

implementation for large scale systems, rule-based system’s lack of memory, lack of robustness, and the 

difficulty of maintaining these systems [7] [2] [8].  The problems plaguing KBSs have been reduced by the 

emergence of case-based reasoning.  

  Case-based reasoning (CBR) is a problem solving methodology and a theory of reasoning that is based on 

the way humans think, reason, and solve problems in the real world [7] [9] [2] [8] [10] [11].  People tend to 

make decisions based on what they have experienced directly, or indirectly, through others’ experiences.  In 

the same way, a CBR system is an intelligent, problem solving system that reasons by first retrieving a 

relevant prior case from its memory of cases and then adapting solutions to prior cases (experience) to solve 

the new problem.  Aamodt and Plaza [9] proposed a life cycle for case- based reasoning systems as shown in 

Figure 1. The main four steps of CBR, named as the four “RE”s, are retrieve, reuse, revise and retain [9] [10]. 

In the retrieve step, a new problem is compared to cases in the case library (case base) and one or more 

similar cases are retrieved.  The solutions in the retrieved cases are reused for the new problem and the 

success is evaluated and noted. If the suggested solution does not satisfy the new problem, revision is 

required.  The revised solution and its problem are retained in the case base for future use [9] [2][3][4]. 
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Figure 1:CBR cycle proposed by Aamodt and Plaza [9] 

There is a vast number of applications using CBR from problem solving in applications involving design [2] 

[11] [12] [13], planning [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] and 

diagnosis  [11] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47,48,49,50] to 

interpretive tasks like understanding  and justification [2]. Recently, several web based applications have 

been built that use CBR [51] [52] [53] [54] [55].  

In this paper we present an overview of CBR, and we survey two kinds of CBR applications, diagnosis and 

planning, and illustrate how CBR has been used in these applications. The remainder of the paper is 

structured as follows. Section 2 provides an overview of case representation. In Section 3 the different types 

of memory models used for case base representation are studied and their advantages and disadvantages are 

outlined. In Section 4 we survey the different methods used in the 4 “RE” steps of the CBR cycle in the 

literature.  Section 5 focuses on the diagnosis and planning applications.  We outline the methods that have 

been used and provide some insights as to   which methods work better in these applications. Open problems 

in the field of case based reasoning and diagnosis and planning are discussed in Section 6.  In Section 7, we 

summarize the paper. 
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2. Knowledge Representation in CBR 

In order to use the previous experiences in the CBR cycle, cases must be represented in a structural 

manner. Several methods of representation can be used in case base reasoning and the decision of the 

representation method depends on the domain that the system is modeling and the types of similarity 

assessments and retrieval, which are chosen according to the requirements of the system [7] [8] [56]. 

 The simplest format to represent the cases in the case base is to have simple feature-value vectors, which 

are good for cases with attributes of nominal or numeric. With this kind of representation, no relationships 

between the attributes in cases or relationships between the cases are shown and surface similarity-based 

retrievals can be used for retrieving from the case base [7] [8] [56].  

In some domains, however, the attributes are complex, or there are some relationships between the 

attributes of a case, or relationships between the cases in the case base. Several representations can be used 

for cases according to the requirements of the system. Cases can be represented in the form of objects, 

predicates, semantic networks, scripts, frames, rules and concept maps [7] [8] [56]. In some domains with 

complex cases like planning and design, specific representations have been proposed and used [56]. Case 

bases also can be represented in the form of XML documents [57].  

3. Case Memory Models 

The case base should be organised in a manageable structure that can support efficient search and 

retrieval methods. Several case memory models (organisation) have been proposed that can be grouped as 

Flat memory model, Hierarchy memory models and network-based memory models. 

3.1. Flat Memory [11] [58]  

In a flat memory model, all the cases are organized at the same level.  Retrieval time in this memory 

organization is very high since for each retrieval all the cases in the case base must be compared to the target 

case.  Thus, for large case bases, this method is unacceptable [59]. Despite this disadvantage, the advantages 

of this approach which include maximum accuracy and easy retention, have lead to its use in many 

applications.  
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3.2. Hierarchy or Shared-Feature Network [59] 

3-layer  [60]: Cases in this model are structured in the format of a three layer network. The first layer 

nodes are the feature- values, the second layer contains the problems and the third layer is the solution layer. 

Separating problems from solutions makes it possible for different problems to share a solution and for a 

problem to have alternative solutions.  The connections between the first layer and second one show the 

feature-values for each of the problems. The weights of the second set of connections represent how 

important a solution is for a problem case if it is a potential candidate solution. The restriction for this kind of 

memory model is that it assumes simple nominal and discrete numeric attributes and it cannot cover complex 

and continuous attributes.  Figure 2 illustrates the three-layer structure of a case base. 

 

Figure 2: Three –layer structure of a case base [60] 

Dynamic memory model [2] [9]: In this organization, which is also called Generalized Episodes (GEs), 

specific cases which share similar properties are organized under a more generalized structure (GE). Each GE 

contains three types of objects: norms which are features common to all cases under a GE, cases and index 

features that discriminate between a GE’s cases. When a case is to be added to the case base, a search of the 

case base is performed and when a feature of the new case matches a feature of an existing case a new GE is 

created. Indexing the two cases under different indices discriminates these two cases below the generalized 

episode. Figure 3 shows the structure of dynamic memory model. The disadvantage of this organization is the 

explosive growth in the number of indexes with increased number of cases.  A proposed solution is to limit 

the number of permissible indices to a limited vocabulary [2].     
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Figure 3. Structure of case base in dynamic memory model [9]  

Hierarchy based on similarity between cases [61]: This organization is a k-d-tree (k- dimensional tree) that 

splits the case memory into groups of cases in such a way that each group contains cases that are similar to 

each other according to a given similarity measure. Figure 4 illustrates an example of a two dimensional 

search space and the corresponding k-d tree. This type of organization provides rapid retrieval; however, 

additions and deletions to the case base incur high maintenance costs due to the fact that the tree must be 

re-built for each update.    

 

Figure 4: A two dimensional search space and how the k-d tree split the space [61] 
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Formal concept lattice [62]: This organization is based on formal concept analysis (FCA) which provides a 

way to identify groupings of objects with shared properties. In this method, the cases in the case base are 

organized as a formal concept lattice using their attributes. With the help of this lattice a set of dependency 

rules is discovered that can aid retrieval. At the time of retrieval, the description of the target problem is used 

to find the similar cases in the lattice. Using this method, different cases can have different attributes. An 

incomplete definition of the target case can also be handled.  

Decision tree induction based models [58]: Decision trees partition the case base around nodes composed 

of single attributes. In making these trees, how much an attribute can discriminate the cases is calculated 

(e.g. with information gain of cases) and the attribute with highest discriminative power is located in the top 

of the tree. For the remaining attributes again the calculation will be done and the tree is made from top to 

bottom.  This type of organization provides rapid retrieval, however, it does not handle complex attributes 

and suffers from complexity and high cost of maintenance [59]. 

Object- based model [63]: For representing complex domains, object oriented representation is an option. 

In this model, cases are represented as collection of objects and each object is described by a set of attribute-

value pairs. The structure of objects is described by classes and they are arranged in a class hierarchy. There 

are two types of attributes for objects, simple types like integer or symbol, and relational attributes. The later 

type holds complete objects of a class. These types of attributes represent a directed binary relation, like a 

part-of relation, between the object that defines the relational attribute and the object to which it refers. 

These types of objects can represent complex cases. 

Footprint memory model [64]: This memory model is based on competence. For construction of the 

model, the coverage and reachability of each case is calculated. Using these two measures, competence 

groups are formed. In each of the competence groups a sub-set of cases that covers all the cases in that 

group are selected as the footprint set of the group. Figure 5 illustrates the formation of competence groups 

and Footprint set in a case-base. The construction of this model is costly (O(n2)) but the model’s scalability is 

good and it is efficient for large case-bases.  
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Figure  5: case base in Footprint model [64] 

In general, in shared-feature networks it is difficult to maintain an optimal network as the case base 

expands [59]. 

3.3. Network Based Memory Models 

Case retrieval nets [65]: The fundamental item in case retrieval nets is the information entity (IE). IEs 

represent any basic knowledge item, such as attribute-value pairs. A case consists of these IEs and the case 

base is a net with nodes for the IEs in the domain and additional nodes which are for cases. IE nodes may be 

connected by similarity arcs, and relevant arcs connect the case nodes to the IE nodes which make the case. 

Figure 6 illustrates an example of case retrieval net for travel agency. Construction of this organization is 

expensive, but these nets can handle partially specified queries. Using this kind of organization cases can have 

different attributes.  

 

Figure 6 : Example of CRN in travel agency domain [65] 
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Category exemplar model [2]: The case memory in this model is a network structure of categories, 

semantic relations, cases and index pointers. This organization has three types of indices: feature links which 

point from problem features to a case or a category, case links that point from a category to its cases and 

difference links which point from categories to the neighbour cases where the differences to the current 

category are small. In this organization the categories are interlinked within a semantic network that 

represents a background of general domain knowledge which supports having explanation for some CBR 

tasks.   

Fish & shrink polyhedral [66]: This model is proposed for domains in which the similarities between 

different cases are calculated just according to certain aspects, and they can be considered dissimilar when 

other aspects are regarded for comparison in another query, so similarities are dynamic.  In this model, each 

case is represented in a polyhedral form, and each face of a polyhedral corresponds to one of the aspects. 

Case base is a network of these cases in which edges between each two cases show the similarities between 

them from different aspects. The label of each edge has a weight value that depends on the distance of the 

connected cases with respect to a certain aspect. Figure 7 shows an example of this model.  

 

Figure 7 : polyhedral cases and case base as a network of these cases [66] 

 Figure 8 illustrates  the hierarchy of different memory models. In table 1 advantages and disadvantages of 

memory models are shown.  
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Figure 8 : Hierarchy of Memory models 
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Table 1: Memory models, advantages and disadvantages 

Memory model Advantages Disadvantages 

Flat Memory - Easy retention 
- Maximum competence 

Slow retrieval (Not applicable 
for large case bases) 

3-Layer - Supports different problem 
with same solution 

- Supports a problem with 
alternative solutions 

- Easy retention 
- Supports nominal attributes 

Does not support complex 
attributes  
Does not support attributes 
with infinite values 

Dynamic memory model - Fast retrieval - Explosive growth of number 
of indexes 

k-d tree - Rapid retrieval 
 

- Does not support 
incomplete problem 
description 

- High maintenance cost 
- Does not support non-

ordered attributes 

Formal concept lattice - Fast retrieval 
- Different cases can have 

different attributes 
- Can handle incomplete 

definition of target cases 

- Supports just binary 
attributes 

Decision tree induction 
based models 

- Rapid retrieval 
- Supports non-ordered and 

nominal attributes 

- High cost of maintenance 
- High complexity 
- Does not handle incomplete 

definition of target cases 

Case retrieval nets - Handle incomplete 
definition of target cases 

- Different cases can have 
different attributes 

- Supports non-ordered 
attributes 

- Supports complex 
attributes 

- Costly construction 

Category exemplar model - Fast retrieval - Complex structure 
- Need domain knowledge 

Footprint model - Fast retrieval 
- Handle incomplete 

description of target cases 
- Scale well and efficient for 

large case bases 

- Costly construction 

Fish and shrink  - Supports similarity from 
different aspects in 
different queries (dynamic 
similarity) 

- Costly construction  
- Costly weighting of aspects 

between each two cases 
- Costly maintenance 
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- Useful for complex 
attributes 

- Fast retrieval 
- Supports large case bases 

Object-based - Fast retrieval 
- Can handle incomplete 

description of target cases 
- Supports complex 

attributes 

- Need domain knowledge 

Ontology-based - Fast retrieval 
- Supports complex 

attributes 

- Need domain knowledge 

 

4. CBR Cycle 

In 1994, Aamodt and Plaza [9] proposed a life cycle for CBR systems which is used by other CBR 

researchers as a framework. This cycle consists of four main parts; retrieve, reuse, revise and retain. 

Each of these parts includes a set of tasks and different methods have been proposed for each of 

them. In this section we give an overview on the tasks and the methods. 

4.1. Retrieval 

An important step in case base reasoning is the retrieval of previous cases that can be used to solve 

the target problem [11].  The input to the retrieval task is the problem description and the output is 

the cases that most closely match the new problem [9]. Among problem descriptors, more valuable 

features for retrieval have to be filtered. This filtering is done in a feature selection step. The cases in 

the case base are stored using these features and at the time of retrieval, these features are 

considered to be compared.  

For retrieval of cases from case base in order to solve the new case, different retrieval techniques 

have been proposed which are described in this section. 

4.1.1. Feature selection 

Like other feature-based systems, in case base reasoning one area of research focus has been on 

how to select important features among all the features of the problem specification and weighting 

them to make the cases or to facilitate the retrieval.   Different feature selection and assign weights to 

methods have been proposed in the literature.  Guo et.al [67] proposed using Rough Set theory for 

reducing the number of the features in cases. Hsu and Huang [68] extract the features by evaluating 
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the relevance between features and classes by a fuzzy measurement. They evaluate feature 

correlation, data appearance and gain ratio of the features to decide on the most useful ones. This 

type of feature selection is useful in classification tasks.  Another method which was proposed by 

Smyth and Keane [69] and Craw [70] uses Genetic algorithms for learning both the features and their 

weights. Other feature selection methods used in case-based reasoning applications, but not 

specifically for CBR, are statistical methods like Fisher’s criterion, t-test and logistic regression models 

[71]. 

4.1.2. Retrieval techniques 

Given a description of a problem, a retrieval algorithm, using the indices in the case-memory, 

should retrieve the cases most similar to the current problem or situation [2] [8]. Every retrieval 

method is a combination of a similarity assessment procedure, which determines the similarity 

between a target case and a case in the case base, and a procedure for searching the case memory to 

find the most similar cases [64].  Factors that play major roles in determining the performance of a 

CBR system are the complexity and the accuracy of the case retrieval phase [59]. There are different 

retrieval methods in the literature classified based on the similarity assessment [72] which is shown in 

figure 9.  
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4.1.2.1. Similarity based retrieval 

 In this group of retrieval methods, the target is compared to the cases in the case base and 

relevant cases are found according to the similarity in the features or the structure of the cases. The 

features that are compared could be the surface features that are provided as a part of description of 

the cases, or derived features that can be obtained from the surface features and some inference from 

the domain knowledge [72].  

Surface similarity based retrieval   

i. Simple flat memory k-Nearest Neighbour retrieval (K-NN) 

In this approach, the assessment of similarity is based on a weighted sum of features. Below is the 

typical equation for calculating the match between two cases: 

∑            
  

      
  

∑   
 
   

          Eq. 1 

Where    is the weight of feature i and the        
    

   function returns the similarity between 

the value of feature i of the input case and the retrieved case from case base [2]. 

The problem with this method is the retrieval time, which is     , where n is the number of cases 

in the case base, so this method is not suitable for large case bases [2] [61].  However, the simplicity of 

this method leads to its use in other methods that reduce the size of the case base before starting 

retrieval. The main issue involved in searching in reduced case bases is the risk of missing the optimal 

cases since not every case is examined during retrieval [72].   

ii. Induction methods 

Induction methods are based on decision trees in machine learning (e.g. ID3 and C4.5). These 

algorithms determine the features that are best to discriminate between cases.  Based on these 

features, a tree structure is formed to organize the cases in memory [2]. This group of methods cannot 

handle missing attribute values and are not suitable for case bases where the relevant importance of 

the individual case features change [64]. For retrieval, features of the target case are compared with 

nodes in the tree, until it gets to one of the leaves that contain similar cases. 
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iii. K-d tree based retrieval 

K-d tree is a method for partitioning the data source using some hyperplanes.  Every node in a k-d 

tree represents a subset of cases of the case base and the root of this tree contains all the cases. The 

partitioning attributes for building the tree are selected in a way that divides the case base into two 

equal size parts. Search for similar cases in k-d tree is done using recursive tree search. The average 

retrieval time for this method is     
  if the tree is optimally organized. This method cannot handle 

missing attribute values [61]. 

iv. Footprint retrieval 

In this method proposed by Smyth and McKenna [64], first a competence model of the case base is 

created. A set of cases which cover all the cases in the case base are selected and named as footprint 

cases or reference set. For retrieval the search for the best case is done in two steps; first in the 

footprint cases (reference set) and after finding the best case in the reference set, search in the subset 

of case base which this reference case covers. For finding the best match, this retrieval uses the 

nearest neighbour approach. Figure 10 illustrate the two-step retrieval in Footprint retrieval method. 

 

Figure 10: Two stage retrieval process in Footprint retrieval method [64]  

In this method the number of cases that must be compared is very low in comparison to K-NN in 

flat memory while the quality (i.e. a function of distance between the target and the retrieved case) of 

the Footprint retrieval (FPR) is almost equal to K-NN.  This method can handle missing attribute values.  
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v. Fish & shrink retrieval 

This method of retrieval is used where the similarity of cases is dependent upon the aspect of 

interest.  For instance, two cases could be considered similar with respect to a certain aspect, yet be 

considered dissimilar in another query based on a different aspect (Dynamic similarity). Also this 

method is useful where the cases have complex attributes.  

In this method proposed by Schaaf [66], cases are linked according to specific aspect similarities.  It 

is based on the assumption that if a case does not fit a query, then its neighbours also do not match, 

thus, leading to the elimination of many cases during retrieval.  

This method supports large case bases and since similarity is evaluated according to some aspects, 

missing attribute values are not an issue. As mentioned in the paper, calculation of the similarities 

between cases for different aspects (weighting between each aspect of each two cases) is costly, 

although it is done at the time of case base construction, and can be viewed as pre-processing cost.  

vi. Validated retrieval 

Simoudis and Miller [73] proposed validated retrieval as a combination of simple retrieval with 

domain validation of the retrieved cases. In this method after a first stage of retrieval using simple 

retrievals (based on surface similarity based retrieval), further comparison is done between the target 

and the retrieved cases in order to reduce the final set of retrieved cases. 

The problem with this retrieval method is the need for domain knowledge to build the validation 

model for the case base.  Although the retrieved cases are the more accurate ones, the retrieval time 

for this method is more than just using the surface similarity based retrieval methods, rendering this 

method unacceptable for large scale case bases. Based on the retrieval method used for step one, it 

could be tolerant or not tolerant to missing values. This method is a good choice when the number of 

retrieved cases is more important than the retrieval time.  

vii. D-HS  (Discretized- Highest Similarity) retrieval methods  

All the D-HS based methods use the cases in the case base as a training set to create a matrix 

where each cell        contains a list of cases whose normalized value   for attribute   lies in  th 

interval of the attribute. Figure 11 has an example of this representation for a case base with 3 

features. 



 
 

18 

 

Figure 11: Matrix representation of the cases in the case base in D-HS based methods [74] 

 For continuous attribute values, they discretize the values into some intervals and for nominal 

attributes, the intervals are different values for that attribute. In retrieval, cases which have the most 

matching attribute values to the target case are retrieved. In D-HS method [74], using one of the 

difference calculation methods (e.g. Euclidean distance), the nearest cases among the retrieved ones 

in the first step are returned to the user.  In D-HS-PSR  (Discretised – Highest Similarity with Pattern 

Solution Reuse) [74] the retrieved sets are kept as a pattern tree in which each node has the attribute-

value of one of the attributes and a pointer to the next attribute –value of the pattern.  The leaves 

form the retrieval set. For large case-bases, there is a high probability that a number of different target 

cases have the same pattern tree.  

Galushka and Patterson [75] focus on the issue of uneven distribution and propose D-HSE which 

discretizes the attribute –values based on the entropy and the density of the values for each interval. 

Stephane et.al [76]focuse on the retrieval of the cases in discretized case bases using a query sphere 

algorithm in which the neighbourhood problem query consists of finding the relevant cases within a 

given distance from a given center location of the target problem. This method works better than 

previous methods for target problems that are near interval boundaries.  

In general all the discretized retrieval methods work significantly faster than K-NN for large case-

bases and they are domain independent [76]. They are also tolerant to missing values. 

Structural similarity based retrieval 

 Although structural retrieval is computationally expensive because of the use of domain 

knowledge in formulating the structure, retrieval may find more relevant cases in comparison to 

similarity- based retrievals using surface features [72].    

Several retrieval methods were proposed to retrieve relevant cases according to the structure of 

the case base. One of the first works on structural assessment was by Borner [77], where retrieval is 
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done in two steps. In the first step relevant cases are retrieved from the case base using surface 

similarity assessment and then having some functions, system creates structural format of the target 

case and search for the cases with similar structures among the retrieved cases in previous step.  

Below are some other techniques in structural-based retrieval: 

i. Object-oriented based retrieval 

One way to represent cases is in the form of objects where each of the attributes could be of 

simple types like integer or string or could be of type object.  This forms a hierarchy of the object 

structure within which cases in the same classes of the hierarchy can be compared. The issue with this 

type of structure is when the target case and the case in the case base are not objects of the same 

class [72].  Bergman and Stahl [63] propose a method of similarity assessment between objects in 

different levels of the hierarchy.   Using this type of retrieval, not all the cases are compared to the 

target case, so it is faster than K-NN. Also this method is tolerant to missing attributes. If values are 

missing for the target case, the higher part of the hierarchy is searched, resulting in more retrieved 

cases.   

ii. Spreading activation method 

In this method, the case base is organized as an interconnected network of nodes which makes the 

case attribute value combinations [64]. The spreading activation method was proposed by Lenz [65] 

and was customized by Aamodt [78].  The network representing the case base consist of feature- value 

nodes and case nodes which are interconnected to each other and the weight on each edge between 

nodes shows the relevance of two different node. For retrieval from this network, the features of the 

target case activate a set of the nodes in the network which in turn activate another set of nodes. If 

the activation has strength above a defined threshold, the activation spreads until some of the case 

nodes are activated. The strength of the activations depends on the weights that are assigned to the 

edges between nodes which can be learned automatically, or can be assigned by the experts. The 

problem with this method is the cost of construction of the network and weighting of the edges in the 

network which is difficult and time consuming. This method is efficient and flexible enough to handle 

incomplete case descriptions [72]. Parallel activation and spread of the activation signals in the 

network make the retrieval faster than k-NN. 
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iii. Retrieval of generalized cases 

Generalized cases can be viewed as the implicit representation of a set of closely related point 

cases. Mougoui and Bergman [79] defined the similarity assessment as an optimization problem and 

do the retrieval of the cases by ranking the general cases so there would be no need to compare the 

target problem with all the cases. This work focussed only on attributes with real values where in 

Taratakovski et.al. [80] continue the work over mixed, discrete and continuous attributes.  , this 

approach was applied to a real world application [81]. The main issue with this method is that 

generating the index structure can be time consuming, however, this is only need to be done once 

[80]. 

iv. Graph oriented retrieval 

Graphs are commonly used for representing complex domains like planning and design. These 

graphs could be attribute graphs, semantic nets or conceptual graphs [82]. Different approaches to 

retrieval from graph structures have been proposed [68] [72]. Petrovic et.al. [82] propose a two stage 

retrieval that use a heuristic search called Tabu search. First a simple tabu search is used to rank all the 

cases in the case base by estimating the similarity degree. A subset of possible similar cases then will 

be present to the advanced tabu search and the most similar cases will be retrieved. The results of 

their experiments showed that in contrast to previous approaches, this retrieval method works for 

large case base in which the graph structure has several hundred vertices and there are several 

hundred cases in the case base. They used domain specific knowledge for a retrieval.   

One of the forms of representing graph structures is feature terms.  Arcas and Mantaras [83] 

propose a method named “Prospective” which does the retrieval by matching a partial description of 

the target problem with the patterns in the lattice of the feature terms which is the representation of 

the case base.  

v. Ontology based retrieval 

Ontologies can be used to make the case base where the cases are the instances of the ontology.  

Assali et.al. [84] propose a similarity computation that has two components: a concept base similarity 

which is dependent upon the location of concepts in the ontology and a slot based similarity which 

calculates the similarity of two objects based on the common attributes between them. They define a 

notion of similarity regions, which is a sub-branch of the ontology where concepts and instances can 



 
 

21 

be compared. This eliminates the need to compare the target case with all the cases in the case base, 

therefore, making the method faster than K-NN retrieval. 

 

4.1.2.2. Adaptive guided retrieval (AGR) 

The effectiveness of a retrieval method is not just in finding the similar cases, but in identifying the 

useful cases [72]. In some applications, similar cases are not the ones that can be used in the reuse 

stage of the system, often because they are not adaptable for the target problem while certain cases 

with less similarity can be adapted so their solution can be used for the new problem. This issue in 

retrieval and its relation to reuse leads to studies on how to include the knowledge of adaptation in 

retrieval [85] [69]. In AGR, at the time of retrieval, matches between the specification features of the 

target case and a case in the case base are constructed if adaptation knowledge shows that the match 

can be supported during the adaptation stage. Also the similar cases are ranked according to the 

overall adaptation cost they would have. The experiments in these works showed that using this type 

of retrieval leads to less adaptation failure and less adaptation effort in the reuse stage [72] [69]. 

Retrieval cost for this method is more than simple K-NN. This method is tolerant of missing values.  

 

4.1.2.3. Diversity conscious retrieval 

In some systems like recommendation systems, the retrieval of cases deemed similar restricts the 

user’s choices. In these systems, diversity plays an important role in the satisfaction of the customers 

of the system. To address this issue, Diversity –Conscious retrieval has been proposed [86] [87] [88] 

[89]. In this group of retrieval methods, the problem is how to make the trade off between similarity 

and diversity. Some examples of the algorithms that try to make this trade-off are greedy and 

bounded greedy algorithm [87]. Their experiments show that the retrieval cost is the problem with 

these algorithms.   

 

4.1.2.4. Compromise-driven retrieval [90] and coverage optimised retrieval [91] 

In recommendation systems, all the preferences of the user must be used at retrieval time. This is 

the reason that using K-NN cannot always return back the cases that satisfy the user. McSherry [90] 

[91] worked on how to increase the satisfaction of a recommender system’s user by defining some 
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preference criteria and retrieval of the cases in the case base that have the coverage over all the cases 

that could satisfy the user using these criteria. He included in his work an assumption, called a 

compromised assumption, that “if a given case C1 is more similar to the target query than C2, and 

differs from the target query in a subset of the attributes in which C2 differs from the target query, 

then C1 is more acceptable than C2.”  Although this method of retrieval increases the retrieval time, 

the retrieved cases are more acceptable from the user’s point of view.  

 

4.1.2.5. Explanation –oriented retrieval. 

Explanation oriented retrieval explains how a question can discriminate between competing cases 

in recommendation systems. It can be used to explain the predicted outcome in classification and 

diagnosis systems, which could help in teaching the user about the domain. In planning, the 

explanation can be used to explain the plan failures in the system and to re-plan [92]. Some of the 

explanation based retrieval systems have been reviewed elsewhere [93] [92] [72] [94]. These systems 

need domain knowledge to make an explanation model (e.g. explanation tree) for the retrieval.      

Although for most of the retrieval methods the type of application and needs of that application 

are the criteria to select a retrieval method, when more than one option for retrieval is available, the 

following aspects can help to decide [72] [65]: 

 Efficiency of the method in both the speed and the efforts for searching in the case-base 

 Quality of the solution with the measures like precision, recall and overall length of dialog 

with user and also how the method deals with the problems like noise, missing values or 

cases with different attributes. 
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4.2. Reuse 

The second step in the case base reasoning cycle is reuse. After finding similar cases to the target 

problem, the system needs to reason according to the retrieved cases to find a reasonable and 

accurate solution for the problem. The reuse of the solution can be done in two ways. One is just 

copying the solution of the retrieved case as the solution for the target case (null adaptation) [2].  This 

is applicable to classification applications.  However, in most applications, a retrieved solution cannot 

be used directly as the solution of the target case and some adaptation is necessary [9] [72].  

4.2.1. Adaptation 

Adaptation is particularly useful in constructive problem-solving tasks like design, planning and 

configuration. In these types of tasks, we do not have all the possible solutions in the case base, so by 

retrieving similar cases we find similar solutions and use the difference between the retrieved cases 

and the target case to modify the retrieved solution for the target problem [72].   

Adaptation methods can be grouped as follows, according to how the changes on the retrieved 

solution could be achieved: 

1. Transformational / structural adaptation: In this type of adaptation there exists 

domain-dependant knowledge in the form of a transformational operator {T} such that, applied to 

the old solution, it transforms this solution into a solution for the new case [9] [2]. Besides this 

knowledge, a control system is required to organize the operator [2].  Examples of this type of 

adaptation are parameter adjustment, abstraction and specialization, reinstantiation, model-based 

adaptation [2] [72] and the adaptation method proposed in Fuchs et.al. work [95]. 

2. Substitution adaptation: In this type of adaptation, the values appropriate for the new 

target problem are substituted from values in the old solutions [10]. Reinstantiation is an 

example of this kind of adaptation [2]. Craw et.al [13] also proposed a substitution 

adaptation in their work.  

3. Compositional adaptation: In this type of adaptation, the adaptation takes parts of the 

solution from different cases that match corresponding parts of the user’s input problem 

requirements. This adaptation can be guided by rules that consist of preconditions that 

check for equivalent parts of the problem description before copying parts of the desired 

solution [10]. An example of this method is proposed by Hanney and Keane [96] where the 

system searches for the rules that have all the differences between target and retrieved 
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case. If it doesn’t find the matching rule, it tries to divide the differences into smaller parts 

and find matching rules for those parts. 

4. Derivational adaptation: this type of adaptation, which is also called derivational replay or 

generative adaptation, looks at how the problems in the retrieved cases were solved. The 

cases hold the information about the method used for solving the retrieved problem 

including a justification of the operators used, sub-goals considered, alternatives 

generated, failed search path, etc [9] [10] [72].  

5. Special purpose adaptation and repair: This adaptation method is for domain-specific and 

structure-modification that is not covered by transformational and substitution methods 

[10]. 

Extracting adaptation knowledge is a complex research issue.  One method to learn adaptation 

knowledge is to make a training set from the case base by leave-one-out testing [13]. When one of the 

cases is removed from the case base, the other cases in the case base can be used to find the solution 

for the removed problem. The adaptation knowledge is saved as a case in the adaptation case base. 

Figure 12 shows an example of the cases in the adaptation case base. 

 

Figure 12: Learning adaptation data from case base [13] 

 

Inductive learning of the adaptation knowledge is another method named as AKA [29]). In this 

method, a similarity path between the target and the retrieved case is calculated in the form of a 

similarity path and then for each step in the path, adaptation knowledge is extracted from domain 

knowledge and is kept in the adaptation knowledge base. Finding adaptation rules by comparing each 



 
 

25 

pair of cases and the differences in their solution is another method which is proposed in Li et.al. work 

[97]. Case base mining is also used to extract adaptation knowledge from case base [98] [96]. 

4.3. Revision  

After choosing to reuse a solution from the retrieved cases for a new problem, it may be 

discovered that this solution is, in fact, incorrect, thus providing an opportunity to learn from failure.  

In this phase, which is called revision, the case solution is evaluated and if the solution is incorrect, 

then domain specific knowledge is required to repair it [30].  CHEF [30] was one of the CBR systems 

that included revision.  In CHEF, causal knowledge is used to generate an explanation as to why the 

solution does not fit the goals of the system.  These explanations are used to modify the solution [7]. 

Another method of correcting the proposed solution used in CASEY [11] and the proposed system by 

Pertinale et.al is to use a model based system (i.e. a domain theory implemented with rules) that at 

the time of failure finds the correct solution for the problem. MBR should be a complete model of the 

system. This method is proposed for systems where complete information about the domain is 

accessible for making the model for the domain.  Using a case base reasoning system renders the task 

faster and allows it to work online. 

In general, revision can be viewed as two tasks: diagnosis of failure and solution repair [30]. For 

diagnosis, one of the following ways can be used: 1) execution of the solution and evaluating the 

outcome 2) using a simulation -model of the real world and evaluate the solution using the model.  

This solution is safer and more cost effective. 3) Experts also can help in diagnosing the failure in 

solutions. The expert evaluates the solution using his/her experiences. 4) Use the case base itself to 

identify the failure. In this case, to assist in problem diagnosis, in addition to the specification of the 

problem and the solution for each case, knowledge about the conditions under which the failure may 

occur must also be stored in the case base [99].   

4.4. Retention 

In a case base reasoning system learning is done in the retention step. In this step, the new case 

will be added to the case base according to some policies in the system.   Retention includes adding 

knowledge and new cases to the case base, all which needs to be indexed, as well as deleting cases 

from the case base in order to restrict its growth.  Having new information about the cases in the case 

base and the knowledge system obtained in the previous steps in the cycle, indexing of the case base 

and other knowledge would be changed in this step. Different retention (maintenance) strategies fall 
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into one of two groups: maintenance of the content of the case base and maintenance of the 

organization of the case base.   Research on maintaining the content involves work on the reduction of 

the case base and the deletion and addition policies.  Maintenance of the organization is related to 

indexing the case base in order to make the case retrieval faster and more efficient. Another type of 

maintenance is the maintenance of feature weights [60] [100] which is not included in this paper. 

4.4.1. Case base Size Reduction 

The maintenance of the case base content is important for two main reasons: 1) to control the size 

of the case base and reduce the retrieval time. 2) To eliminate useless cases and irrelevant and 

redundant instances that render the case base inconsistent in order to increase the accuracy of the 

CBR system [101].  

In early knowledge based systems, there was a belief that more knowledge is a good thing. As 

knowledge based systems become more practical, it has become obvious that there is some “harmful” 

knowledge that can degrade the performance of the system.  In case based reasoning, too many cases 

stored in the case base can lead to expensive searches.  This is termed the Swamping Problem.   As the 

number of cases in the case base grows, the expense for searching for similar cases increases [102] 

[72]. 

In early works on case base maintenance, the deletion policies were just random deletion or 

selective deletion according to the performance benefits of the cases in the case base [102]. Smyth 

and Kean [102] define two concepts, coverage and reachability.  Coverage of a case is the set of cases 

that it can be used to solve. Reachability of a case is the set of cases that can be used to solve the case.  

Based on these measures, they group the cases accordingly into four groups: Pivotal, Auxiliary, 

Spanning and Support.  Smyth and Kean propose a competence model that is used in their deletion 

policy.   First they propose the Footprint deletion (FD) policy where deletion is done according to the 

competence. The problem with this method is the possibility of preserving low utility cases while 

deleting high utility cases. To solve this problem, they proposed Footprint Utility Deletion (FUD) where 

the decision to delete a case is based on both performance and competence.   They continued their 

work by proposing a case selection method based on the coverage of the cases in the case base [103].  

Continuing the work of Smyth and Kean, Lu et.al. [104] proposed a new competence model and 

defined steps to be taken after the deletion of a case to preserve the efficiency of the model for 

retrieval. Haouchine et.al [105]  expand the deletion policy proposed by Smyth and Kean by defining 

two types of spanning cases (inter-spanning and intra-spanning). In their work, they keep all the Inter-
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class spanning cases and remove all the Intra-class spanning cases except the cases which have 

coverage less than a predefined threshold. According to their experiments, they had positive results in 

terms of case base reduction, accuracy and competence.  

Leake et.al. in their work in 2001 [106] argue that case selection based on coverage as proposed by 

Smyth and Kean [103] is not a good criteria and as an alternative, they propose performance-based 

metrics for case selection. The performance is calculated according to the adaptability of the cases in 

the case base. For each case they calculate a metric, named relative adaptation performance, which is 

the percent savings the case provides compared to the worst alternative case that solves the problem. 

Experimentally they proved that their method works better than previous methods specially in non-

uniform case distribution environments when some regions in the case base are used more than other 

regions. 

Zhu and Yang [107] prove that using FD and FUD policies, the case base may suffer reduced 

competency after deletion. They propose an additional policy for case base reduction where a new 

case base is made from the original case base by selecting K cases with the highest coverage (K is the 

defined size for new case base). The problem with this policy and FD and FUD is the time complexity of 

maintenance (     ) which is a high cost for the CBR system [108]. Another case reduction technique 

based on addition is JUST [109] which selects the cases from the original case base and adds them to 

the new case base using some justification criteria such as the size of the new case base and the 

minimum accuracy to terminate the addition of cases to the new case base. This system is just for 

classification tasks. Ni et.al. [110] also propose an addition technique by outlier mining and sieving 

cases to formulate a new case base from the most valuable cases. The values of the cases are 

calculated using a goodness measurement which is based on coverage of the cases. Their algorithm 

also has a complexity of        which is costly for the CBR system.  

Lawanna and Daengdej [108] proposed a method called DRCBM which does the deletion in such a 

way that it maintains the competence of the case base maximum. In their algorithm, they also have 

indexing on features that have maximal coverage and minimal reachability between cases.  In their 

evaluation they compare their method with FD & FUD and case addition in [107] and prove that their 

method is more efficient since it achieves a better case reduction rate with a finer competence 

reduction. Also they showed that their method has a higher reduction rate in comparison to the other 

two methods. 
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Another work on case base retention is Adaptive Case Base Reasoning [111]. In this system a  case 

base is formed by retaining and forgetting cases. Different retention and forgetting strategies were 

used in the system and a measure called “goodness measure” was used to decide on the cases to be 

added or forgotten.  The goodness measure is calculated using reinforcement learning. At the time 

each case retrieved has the correct solution for the new problem the goodness of the case increase 

and when it has wrong solution the goodness decrease. A simple calculation for goodness was shown 

to not affect the efficiency of the system and their system generated a more compact case base in 

comparison to other CBR maintenance methods. 

The deletion policy used by Romdhane and Lamontagne [112] was based on the usage of the cases 

in case retrieval and the reinforcement value of each case. According to their experiments case usage 

is a good criterion on which to base the decision to delete cases, but reinforcement value just can be a 

contribution when it is combined with other criteria. 

Rough set is another method used in deletion policies. Salamo and Golobardes [101] [113] 

proposed two deletion policies using the foundation of rough set theory. The proposed methods 

include Accuracy-Classification Case Memory (ACCM), Negative Accuracy-Classification Case Memory 

(NACCM), SortOut case memory (SO), SortOut Internal Case Memory (SOI), SortOut Mean Case 

Memory (SOM) and SortOut Mean Internal Case Memory (SOMI).  They propose a new definition of 

coverage and reachability of the cases using rough set theory. ACCM keeps all the cases that are near 

the outliers and maintain all the internal cases in a way that covers all the internal cases. In NACCM, 

selecting cases starts from internal cases and then continues for outlier ones. Sortout case memory 

policies are based on grouping the cases in coverage groups and their difference is on the number of 

cases that have to be deleted from each coverage group. The case in the coverage group which has 

the maximum coverage is called the master case. In the SO method, for each of the coverage groups 

just a case with maximum coverage is kept. SOI deletes all the cases except master case if it can solve 

all the cases in the coverage group correctly, otherwise all the cases are kept in the case base. The 

next two methods (SOM and SOMI) try to make a new case base from the original one instead of 

deleting the cases from the case base. The reduction of cases obtained from these methods was not as 

large as previous algorithms [109].   

Neural networks and fuzzy logic techniques were also used in reducing the case base. In Shiu et.al 

[114] the system uses a neural network as a classification tool to divide a case base into various classes 

and each of the cases has a fuzzy membership to each of the classes. After classifying the cases, the 
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coverage of all the cases is computed and the cases with highest coverage are selected for addition to 

the new case base. The problem with this method, like other addition methods (making a new case 

base from the original case base) lies with adding a new case to the case base. After a period of using 

the system, if just the new case base is used (and new cases not added to the case base) then it lose its 

efficiency. Also, rebuilding the case base is costly. How to overcome this problem is an open problem 

in maintenance. Yang and Wu Work [115] also use the same clustering method, however, retrieval is 

based on the information gain of the features.   The features are presented to the user,  and based on 

the values the users assigned to each feature one of the clusters are selected and the cases contained 

in the cluster will be returned to the user.   

Harmful cases need to be eliminated from a case base.  One type of harmful case is noise cases 

(cases that contain errors in values used to represent the case) which can decrease the efficiency of 

CBR system by returning incorrect solutions for the target problem [116]. Another type of harmful 

case is boundary cases (especially for classification applications), that is, those located near the 

boundary of a class.  In Massie et.al [116], a ratio is calculated which can provide the potential 

harmfulness of a case in the case base. The ratio gives an indicator of the positioning of the case in 

relation to the cases which have the same classes and the ones with different classes within the case’s 

local neighbourhood. According to this ratio, they find noisy and harmful cases. The deletion of the 

cases is based on the threshold specified for the ratio, and this threshold is domain specific. The 

proposed policy, Threshold Error Reduction, increased the accuracy in many applications.   

Inconsistency in the case base is another reason for the need for maintenance of the case base. 

Racine and Yang [117] propose the use of a rule base system for finding inconsistencies in the case 

base. The main problem with this method is the knowledge acquisition for the rule base system.  

Portinale et.al [118] propose a case memory management schema with the idea that when a case 

represents for learning (retention), the cases in the case base that cover the same portion of the 

problem space are consider to be replaced by the new one. In their later work [119] they propose a 

failure-driven deletion method which is also called learning by failure with forgetting (LFF). The main 

idea of their policy is to find the false positive cases during the usage of the case base and delete 

them. Also their system distinguishes another group of cases which are old cases. In a specified time 

interval, the system detects the old cases and deletes them.   

The following table have a summary on different methods of case base size reduction, and their 

pros and cons. 
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Table 2. Case base reduction methods 

Method Criteria Pros and cons 

Footprint Deletion Competence High time complexity 

Footprint Utility Deletion Performance and Competence High time complexity 

Hauchine [105] (expands 
smith and Kean work) 

Competence High time complexity 

Leake et.al [106] Performance (performance 
according to adaptability) 

Good for non-uniform case 
distribution 

Zhu and Yang [107] Competence High time complexity 

JUST [109]   Size of new Case base 

 Minimum accuracy for 
termination 
 

Just for classification tasks 

NI AT.AL [110]  Outlier cases 

 Goodness (coverage) 

High time complexity 

DRCBM [108] Competence Better reduction rate in 
comparison to FD &FUD 

Adaptive CBR [111] Goodness measure ( 
reinformancement learning) 

 Low time complexity 

 More compact CB with 
same efficiency  

Salamo and Golobardes 
[101] [113] 
(ACCM, NACCM, SO, SOI, 
SOIM) 

Competence using rough set 
theory 

 

Shiu et.al [114] Coverage (using fuzzy logic and 
neural networks) 

 Problem of adding new 
cases 

 Costly rebuilding case 
base 

Threshold Error 
Reduction [116] 

Harmfulness ration  Elimination of harmful 
cases 

 Just for classification 
applications 

Recine and Yang [117] consistency (intra-case and inter –
case) 

 Elimination of 
inconsistent cases 

Failure-driven deletion 
(LFF) 

 Oldness of cases 

 False positive cases 

 Elimination of harmful 
cases 
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4.4.2. Indexing 

A part of the retention step is indexing, and it constitutes one of the main issues for efficient 

retrieval of cases [59]. Indexing the cases in the case base was applied as a method for improving such 

efficiency to combat the effects of the utility problem. It helps to reduce the search time and increases 

the efficiency of identifying a possible solution by means of making only a selective portion of the 

case-base available [120]. 

According to Watson [8] [2]indices should: 1) be predictive,  2) address the purpose for which the 

case are used, 3) be abstract enough to allow for widening the future use of the case base and, 4) be 

concrete enough to be recognized in the future. We can find different types of indexing in the 

literature which can be categorized into the following groups:  

1. Difference-based techniques: This type of indexing selects features that differentiate a case 

from other cases as indices. A sample of using this technique is CYRUS [2]. 

2. Inductive learning methods: These methods, which are based on inductive learning in 

machine learning, identify predictive features and use them as indices.  Different types of 

tree-base inductive learning methods fall into this group [2] [114]. Genetic algorithm-based 

methods and neural network based methods are also included in this group [114]. These 

methods require a certain number of training examples [121] [93]and they perform poorly 

when insufficient data is available. Another problem with this group of indexing techniques 

is that the learning phase is complicated because of the complex architecture which is 

used. Also maintenance in these techniques is difficult because after adding new cases or 

deleting some cases from the case base, the indices need to be recalculated [59]. 

3. Explanation –based techniques:  In this group of indexing methods, relevant features for 

each case is determined and features that are predictive according to the relation between 

features and the explanation on each case in the form of domain knowledge will be 

selected as indices [93] [122]. Ontology-based techniques [123] could also be classified in 

this group. In these techniques, domain knowledge (the causal model) is required [93] 

[122]. 

4. Similarity –based generalization: In these techniques, indices will be created in two levels, 

one level is for the abstract cases, which are the cases that share some common features, 

to differentiate between different abstract cases, and unshared features are used as 

indices for original cases [2] [59] [124] [64] [125] [126]. 
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5. Discretised-based techniques: These methods discretise the feature space and the indexing 

space will be the discretised feature space [127] [120] [74] [75] [76]. 

6. Dynamic indexing: In this method, indexes will be made online at the time of a new input 

to the system. This dynamic indexing is based on the weighting of the features which will 

be set by the domain expert.  The level rank and the query for retrieval will be made 

according to these indices [128]. Disadvantages of dynamic indexing: 1) requires specific 

domain knowledge from an expert. 2) this indexing method cannot cope with the addition 

of new cases to the case library. This is due to the fact that the risk level of the attribute –

value has to be recalculated each time we want to add a new case [120]. 

7. Bitwise indexing: This method of indexing works on discrete features with finite values.  

According to feature-value pairs for each case, a bit string shows the case and the 

comparison is between these bit strings at the time of retrieval [127]. 

8. Introspective indexing: In this method, introspective learning is used to permit the CBR 

system to detect the features that are implicit in the original problem and not explicit in 

CBR system’s initial indexing schema and set them as indices in order to direct retrieval 

towards cases that can easily be adapted [129].  

5. Diagnosis and Planning with Case Based Reasoning 

5.1. Diagnosis and case-based reasoning 

Diagnosis is the identification of the nature and cause of a problem [130].  Diagnosis can be done 

by exploring the exposed symptoms, the system state, the general specification of the system and the 

operating environment.   In diagnosis, the behaviour of an observed system is checked for previously 

defined problem conditions to explain the current problem that the system is experiencing. Reusing 

previous experiences in diagnosis can result in faults being corrected more quickly and more 

consistently and is the method employed by CBR [131]. 

Several diagnostic applications have been developed since the introduction of CBR systems.  The 

most dominant area that has used CBR as a technology for diagnosis and fault detection is the medical 

field [71] [49] [43] [37] [44].  CBR is also used in industrial applications [45] [46] [47] [38] [41] [50], as 

well as software fault detection and troubleshooting systems [33] [36].  PC, computer network, printer 

troubleshooting and database monitoring [31] [48] [35] [42] [132] are other examples of the use of 

CBR for diagnosing problems. In the next few paragraphs we have an overview on the methods that 
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diagnosis CBR systems used for case representation, case base organization and different stages of 

CBR.   

Different representations can be used in a diagnosis application. The most common representation 

is feature-value representation [33] [37] [38] [40] [43]. Semantic networks have also been used in 

diagnosis applications case representation [35] [31]. Objects are used by Wang and Hsu  [42]as a 

representation for cases in the case base. Besides these general representations which were used for 

cases, in some of the applications, specific representations were proposed. Lopez and Plaza in their 

system [20], a planning system for diagnosis, proposed a sequence of decision steps or episodes for 

case representation. Constraint net [35], proposed by Lee and Ng, is another specific representation 

for the cases. The case representation that is used in different diagnosis application is based on the 

domain of the application and the requirements of that domain. 

The dominant memory organization in diagnosis applications is the hierarchical memory model [48] 

[20] [42] [34] [32]. Semantic net is the second most popular memory model used in diagnosis 

applications [31] [35] [19].  Flat memory model is rarely used in these applications [33] because of its 

disadvantage on retrieval time.  

For case retrieval in the CBR systems, K-nearest neighbour is the most frequently used retrieval 

technique [33] [37] [38] [40] [43]. For applications that have a type of semantic network, spread 

activation is the retrieval method which was used [20] [31]. For applications using constraint net for 

the representation, retrieval is done by finding a partial match between the constraint net of the 

target problem and the constraint nets of the cases in the case base [35].  

In the reuse phase of the CBR system, the diagnosis applications mostly directly use the solutions of 

the retrieved cases from the case base because the diagnoses systems are the classification systems 

that just classify the target problem in one of the classes of diagnosis. When the retrieval step 

retrieves more than one case and these cases contain different diagnosis, typically a vote is carried out 

to decide between the possible solutions and the solution with highest vote is returned as the final 

solution or diagnosis [38] [43]. 

The solution forwarded from the reuse stage mostly is evaluated by an expert according to the 

different diagnosis applications reported. The system implemented by Melchiors and Tarouco [31] 

used a validation model to help the expert to evaluate the proposed solution. 
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Since the sizes of the applications reported in the literature are small the addition of new cases 

were used in the retention step and no case based reduction were mentioned. In these application, 

new cases were added to the case base if they were different from the cases in the case base, or if the 

diagnosis of the system was incorrect for the target problem [43] [35] [34].  

In some of the diagnosis systems the treatment of the diagnosed problem also have been included 

in the system either as a part of each case [48] [35] [19] [36] or as another CBR system which the input 

of it is the output of the diagnosis CBR system [33]. Another method of having treatment for the 

diagnosis system could be using a planning system for planning how to treat the diagnosed problem.  

5.2. Case-based Planning 

After diagnosing the problem, a plan to solve the problem must be devised.   Planning is a search 

problem to find a sequence of actions that can transform an initial state of the world to the given goal.  

Therefore after diagnosis, the initial state is the problem state of the system and the goal state is the 

state that the system revealed from the problem.  Planning is also done using CBR by reusing past 

successful plans in order to devise plans for new, similar situations [99] [17] [14] [28] [16] [29]. 

Case based planning (CBP) was first proposed by Hammond [30] in CHEF. In his work he explained 

the expectations from each part of a case based planning system. CBP is used in different domains like 

medicine [20] [19] [17] [29], industry and manufacturing [18] [14], cooking [30], disaster management 

[15] [21], RoboCup games [16],  real time strategy games [27] [22], agent based service- oriented 

systems [26] [24], multiagent systems [25] and route planning [129].  

5.2.1. Retrieval and organization of the case-base 

In the representation of the plan cases, the problem features are the initial state of the system and 

the goal.   For the solution part, the plan for the problem is kept.  Other knowledge, in addition to the 

initial state, goal and the final plan, may be maintained in cases for CBP systems.  For instance, what 

failure the plan can avoid [30] ( A very simple example is that if the goal is to go outside, then a plan to 

go outside with an umbrella avoids the problem of the planner getting wet). Based on the adaptation 

that the system uses, the intermediate steps to the final plan and the consequences of each step may 

be kept as knowledge related to the case. The representation of the cases in the case base for CBP is 

an issue because of the relationships between different parts of knowledge for a case and the effect of 

this representation on the efficiency of retrieval [133] [134]. The case memory model for CBP is usually 

hierarchical [18] [20] [24] [26] or network based [19].  
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Depending on the case memory and case organization, different retrieval methods were used for 

case based planning. Bergmann et.al. [134] discuss that adaptation guided retrieval or a hybrid 

method combining adaptation guided retrieval with other methods is most suitable for case-based 

planning since adaptation is an important part in these systems and retrieval should select adaptable 

cases.  

5.2.2. Reusing previous solutions  

A crucial step in case-based planning is the reuse phase, which requires strong plan adaptation 

capabilities [56]. The two common adaptation methods that are used in case-based planning are 

transformational and derivational adaptation [133] [135] [134] [99]. Derivational adaptation has 

advantages over transformational adaptation approaches for planning. It is more flexible, because the 

planner replays the derivational trace with the new problem, and also there is no requirement for 

predefined transformational operator [136]. This method, however, requires that additional 

information about successful and/or failed planning decisions be recorded as part of the case 

representation [56] and, as previously mentioned the traces of planning steps for each case raise some 

issues with case base organization of the representations of cases.  

In CBP it could be the case that using different plan cases instead of just one similar plan case 

results in a more efficient solution for the problem. Different methods were proposed for merging 

different plan parts like Constraint-based CBP [23], sequential retrieval [24] [26] and using Demspter-

Shafer theory to fuse the retrieved plans [17]. 

A detailed review of different adaptation methods used in CBP has been done by Avila and Cox in 

2008 [136]. In their review, they analysed the research on adaptation types for planning, role of cases 

in planning adaptation, the knowledge to be kept for different type of adaptation, how adaptation 

works when more than one case needs to be used for solving a target case, representations of the 

plan cases and finally the complexity of plan adaptation. 

5.2.3. Revision of Solutions 

Different applications use different methods of evaluating the proposed plans. Expert evaluation is 

the method used in most applications [17] [21] [20] [18] [22]. In some of these applications a 

simulation model is used in addition to the expert to evaluate the proposed planning [18] [21]. Using 

the real world as the evaluation method is rarely used in case based planning due to the high cost of 

failure in the real world. ROBBIE proposed by Fox and Leake [129] is an example of a CBP application 
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that used real world evaluation of the plans.  For repairing the failures, three methods were used in 

CBP applications: 1) the expert changed the plan according to the problems in the proposed plan, 2) 

the system, using a model of the domain, or using some pre-defined rules, changes the plan [27] [21] 

[129] [30], or 3) a combination of these two methods [18] [22]. 

5.2.4. Retention of new cases 

Indexing in CBP applications are mostly on the goals of the plan and the failure it can avoid, as 

proposed first by Hammond [30]. In some applications like TOLTEC [18], indexing has been done on 

the constraints of the plan. For maintenance of the case base, methods used in the literature for CBP 

were based on the usage of the cases and the inference efficiency of the cases [14].  

One of the issues that researchers have explored is the complexity of case base planning [133] 

[135]. In some works, by formalizing case base planning, especially the adaptation phase of the 

system, they proved that adaptation of the plans using derivational adaptation is as complex as 

planning from scratch.  

6. Open Problems  

The knowledge elicitation bottleneck is still a problem in CBR. Those works that make the 

assumption that this is not a problem for CBR are modeling within a domain where complete 

information is available.  However, this is rarely the case in real world applications.  Knowledge 

elicitation in CBR is required not only for the cases themselves, but also for the selection of the 

features for each of the cases. In addition, there is a need for elicitation of knowledge about similarity 

assessments for each of the features and also for the overall case at the time of matching. Knowledge 

about how to adapt the previous solutions to the new problem is also knowledge that must be 

elicited.   One open problem, then, is how to obtain all the required knowledge to formulate an 

effective case-base.  

Another open problem in the field of CBR is how to deal with symbolic attributes and attributes 

with continuous values. Most of the methods for retrieval make the assumption that the attributes 

have discrete numerical values. The problem with features with continuous values is decision on the 

boundaries at the time of comparing and matching the features. This is important at the time when 

some indexing is done on these features to reduce the number of comparison in retrieval. Elicitation 

of the knowledge for adapting the symbolic attributes and the similarity assessment for this type of 

attributes still requires more research.  
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In some domains like fault diagnosis, the cases are heterogeneous (different cases have different 

features).  How to deal with this heterogeneity for CBR different steps is still an open problem.  

In the retention part of the CBR cycle generally deletion, addition and editing of the case base is 

still an open problem. Retention estimation of a case base and identifying missing or redundant cases 

are important areas of research. Maintenance of the case base is done to decrease the utility problem, 

but itself adds a burden to the system. It has to be examined if the maintenance always increases the 

performance of the overall CBR system while decreasing the utility problem of the system. 

The Web is a rich source of data and information, and learning the cases and the rules or 

knowledge from the Web for reuse and revision is future work in the field of CBR. Text case based 

reasoning is the focus of much research these days. Since most of the resources on the Web are in 

unstructured format or text format, how to retrieve, reuse, revise and retain cases from these 

resources is ongoing research. An example of these applications is when web pages like F&Qs are 

considered as knowledge resources.      

In most of the studies on CBR there is the assumption that revision will be done manually by a 

domain expert. There are few studies that focus on learning revision rules, and this part needs more 

research.  

Many systems change over the time so how to detect and integrate these changes is a topic of 

ongoing research. The maintenance of the case base, indexes and updating of reuse and revision 

knowledge according to these changes over time need more research. In general, research on 

different parts of CBR cycle (retrieval, reuse, revision and retention) is still ongoing. 

Providing CBR systems as a service could also be a focus of research. Factors like security, 

distribution, scalability and management are important for a case base service. A service provider can 

provide both private and public case bases in the domain. Management of the case bases, including 

how to provide different types of memory organization, retrieval, reuse, revision and retention 

methods and interfaces according to the user application are open problems. When offering CBR as a 

service, the scalability of the case base system is an important factor. In addition to the common 

methods for dealing with huge case bases (e.g. case reduction and maintenance of indexing), 

management of available resources and the user’s required performance should be considered. 

Distribution is a method for dealing with huge case bases and having better performance, but in this 

method also there are some challenges like how to distribute the cases, the retrieval methods for 
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distributed case bases in order to have the best performance and having multi agent system for 

processing.   

7. Discussion 

Since 1976, rule-based reasoning is applied in many computer-based diagnosis applications (like 

medical decision making)  [137], but there were several problems in applying this method in broad and 

complex diagnosis applications. One of the requirements for implementing a rule-based system is that 

the problem domain should be well understood and be constant over time. Also the domain theory 

should be strong and the knowledge of the domain expert should be extracted in the form of rules 

which is hard. Experts do not think about the domain problems and solutions in the form of rules, 

which leads to the absence of general rules for the domain. 

On the other hand, CBR is known to be good for domains that are not completely understood and 

knowledge is incomplete. Also since CBR learns automatically as the system is used, it is very good for 

domains where the background knowledge is insufficient at the time of implementation but evolves 

over time. Diagnosis applications are one domain that initially lacks complete knowledge, but then the 

knowledge about the domain can be increased over time, which leads to better diagnoses.  

Learning is not part of rule-based reasoning systems, so new rules cannot be learned automatically 

and must usually be manually added to the system. Also a significant amount of training data is 

needed to extract the rules that are not obvious in a domain.  Case-based reasoning systems, 

however, typically require only a few examples to help to solve the problem. Although the solution 

may not be completely accurate, the feedback in these systems can help to improve the accuracy of 

solutions over time.   

Rule-based systems cannot provide an answer for a new problem entering the system that does 

not match any of the rule sets in the system. Case-based reasoning can solve new problems with the 

help of previous problem-solutions that have some part in common with the new one, and by 

combining solutions in some logical way. 

The above problems with diagnosis applications also exist with planning applications. It is hard in 

systems in the planning domain to gather all the knowledge about actions and conditions. Finding a 

plan from scratch is very time consuming especially when the plan space is large. Demand for new 

plans which have not been made before with the system is not unusual. All these features of planning 

domain applications, make using case-based reasoning a good option for solving planning problems. 
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8. Summary 

Case based reasoning was reviewed in this paper. We have described the basic parts in case base 

reasoning: case representation, case base models, case retrieval, reuse, revision and retention. For 

each part we overviewed of the research in the area and tried to compare the different methods by 

including the advantages and disadvantages of each method that has been used. This advantages and 

disadvantages can help for the CBR system developers for deciding on the method they can use in 

their system. Also they can be used for creating hybrid methods for different parts according to the 

requirements of the systems. For existing memory models and retrieval methods, we constructed 

taxonomy of models according to the literature.  

In the last part of the paper we had a look on two groups of applications: diagnosis and planning. 

These two groups of applications were selected because of the project we have in our lab that 

includes both diagnosis and planning on solving the diagnosed problem, and we want to use case 

based reasoning for it. In each group we overviewed the methods that have been used and the 

reasons that they are most common in this group of applications. Open problems in CBR have been 

reviewed in the last part.  

This survey helped us to find the available methods according to our project’s requirements, how 

to combine different methods for different parts of the system and how to improve the performance 

of different parts by changing the method.       
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