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Abstract

Localization in Wireless Sensor Networks (WSNs) hsacted much research recently.
The interest in this field is expected to proliteraince localization in WSNs is the corner stohe o
many applications in areas such as: smart buildisgert vehicles, wildlife and environmental
monitoring, military, health care, and merchandrseking. The rapid growth of the number of
sensors that have heterogeneous wireless techeslaiployed over vast areas poses many
challenges to localization systems: robustnesdalsiity, accuracy, energy consumption, and
interoperability. Firstly, in this paper, an ovewi of the advantages and the limitations of various
localization techniques will be provided; thesealoration schemes and systems will be classified
into either range-based or range-free techniquesor&lly, the main focus of this paper is to
overview the localization aspects in large-scaleN&$LS-WSNSs); then to analyze and evaluate
qualitatively some of the existing schemes agathst following metrics: accuracy, energy
efficiency, scalability, resilience, and cost dtitcy. Open problems for future work are also
presented.
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1 Introduction

Wireless Sensor Networks (WSNs) have been usedamyrfields: smart buildings,
smart vehicles, health care, environmental studesyrity, tracking objects, and agriculture [1-
4]. For example [4], in environmental monitoring,SA's can be used to continuously monitor
drinking water for contaminants. In military appltons thermal sensors can be mounted on
missiles to track and then hit the target. In tlealthcare domain, patients and assets can be
tagged by sensors for tracking and efficient |logatiNext, the motivation behind the
localization in WSNs, the objective of this papedds organization will be presented.

1.1 Motivation for Localization in Wireless Sensor Networks

In many sensor-based applications such as wildiibeitoring, it is meaningless to not
know the location from where the measurement andexkdata are obtained. The process that
enables the unknown (blind) sensor node (SN) tawkit® (estimated) location in the physical
world is known as localization [5-7]. Localizatiom WSNSs is, usually, accomplished by using
techniques to estimate the location of the unkn®ensor nodes (SNs) by utilizing the
availability of pre-determined locations of a fewesific nodes called anchors (landmarks).
The anchor is usually more powerful than the otkensors in terms of processing,
communication, and energy. In order to know itsifpms anchors are equipped with a global
positioning system (GPS) [8] or placed in knowralii@ns. The applications either require fine-
grain accuracy of localization or coarse-grain aacy of localization. In the former, global
coordinates are used to know the physical cooréiaif the SNs. In the latter, local
coordinates are enough to locate the sensor. Fongbe, it is enough to know that the patient
is in specific room in the hospital; the ancho®inates, in this case, are used as a local base
that all sensors are relative to. In other wortls, location of the unknown SNs needs to be
known by utilizing the anchor’s coordinates usimgdlization techniques [9, 10]. In other
applications where no anchors are deployed andejative locations are required for sensors
[11], e.g. routing in WSNSs, sensors are using tggersor measurements as a self-organizing
technique to build a local map of relative posifiai the sensors. Later, if such sensors require
knowing their global coordinates, operations lilaflections, rotations, and translation are
applied providing that at least one of these senkpows its physical position [12, 13]. There
are many localization schemes and systems design®iSNs, but none are standardized yet
with the exception of GPS for outdoor use. The ifdtion of localization applications of
WSNs utilizing tens of thousands of sensors anditany heterogeneous technologies prompts
research toward management of large-scale andogeteszous localization systems.

1.2 Obijective of this Paper

Currently there is no standard for indoor localmat[14-16] and research is still in
progress for outdoor localization [17-20]. The lacation problem is more pronounced in large
scale WSNs due to the critical challenges of sdalaf?1], robustness [17, 22], heterogeneity,
and security [23, 24] as a consequence of the sxgl@rowth of a number of devices with
different technologies being spread over a largaite

In this paper, we address the problem of localirain large-scale WSNs (LS-WSNSs).
We first categorize localization schemes and systémo either range-based or range-free
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according to the technigue used. The range-baseninss and systems are either distance-based
which rely on Time of Arrival (ToA), Time Differemcof Arrival (TDoA), Received Signal
Strength Indicator (RSSI) or angle-based whichesebn Angle of Arrival (AoA). The range-
free schemes and systems are either connectivitgebar fingerprint-baséd The best
environment to use the scheme (indoor, or outdoge of anchors used (static, or mobile), and
the type of hop localization (single-hop, or miitip) will also be determined. Then we analyze
and evaluate these systems qualitatively accorttingpecific metrics. The following are the
metrics that will be used to compare between thstieg schemes and systems:Acuracy,
representing the average Euclidean distance betweerexact location and the estimated
location of the sensor, Bnergy Efficiency, managing the battery power required by the SN
for sensing, processing, and transmitting dat&)ability, reserving the effectiveness of the
localization functionality when the domain of pamiing becomes larger [21, 25], 4)
Resilience, measuring the ability of the system to recovemifrthe effects of faults and
maintains acceptable level of service, and G&)st Efficiency, managing the overhead
communication, any additional hardware, time arfidretaken during the deployment, i.e. the
lower the cost of the system, the better its chaoeeork well in LS-WSNSs.

1.3 Paper Organization

The remaining of this paper is arranged as follo8ection 2 overviews WSNs, the
background, constraints and challenges facing W&Xamples of applications that clarify the
importance of WSNs in our daily life will also beentioned. Section 3 is dedicated to cover a
detailed overview of localization in WSNs, possilalgproaches to deal with localization in
WSNs such as range-based and range-free. It calsgrshe phases of range-based localization
in single-hop WSNs, namely the measuring phase, thadpositioning phase. Range-free
localization in WSNs will also be studied in Senti®. Characteristics and requirements of LS-
WSNs will be fully studied in Section 4. Next, Seat5 will be dedicated to study challenges
of evaluation localization schemes and systemssiflang the current localizations schemes as
range-based or range-free schemes, evaluatingdtierpance of these classified schemes
against suitable metrics which defined based onrélgeirements of localization schemes in
LS-WSNs. The schemes will be evaluated qualitagivddased on satisfying the
features/requirements of each metric. Next, obsena and further discussions will also be
presented. Finally, we conclude with Section 6 lmaolv summary and open research problems
are presented.

! A specific location spot is identified by a seffedtures/fingerprints of the sensed signal.



2 Wireless Sensor Networks

In this section, an overview of the background afaléss Sensor Networks (WSNSs)
will be presented. We also address the constramdschallenges that are facing such networks.
Furthermore, we show the importance of WSNs bygmmsg examples of applications from
our daily life.

2.1 Background and Definition

A WSN is composed of sensor nodes (SNs) which remresing functionalities to
monitor physical properties such as pressure, hitynidnd temperature, as well as moving
objects. Each sensor has a small processor, ayattea power supply, memory, and a short-
range wireless transceiver [26]. The sensed infaomanormally is propagated towards the
base station (BS) using intermediate nodes in dalgiew the whole picture of the monitored
region/object under tracking to the user [2]. Fegdr shows the flow of sensed data starting
from the SNs until reaching the end user. WSNs lilistnguishing features that are different
from the traditional Ad hoc networks. These feaduaee [27]:

» Sensors are densely deployed and cooperate toondetiected and sensed events.

* Sensors are prone to failure.

* The topology of WSNs changes frequently due toaigttenuation and sensor failure.

* WSNs usually use broadcast communication paradigmere traditional Ad hoc networks
use peer-to-peer communication.

* Sensor nodes (SNs) are limited in resources sugiowaer, processing capabilities, and
memory.

* SNs may not have global identification due to langerhead and sensor numbers.

 WSNs are oriented to detect and/or estimate sometgynot just provide communication
as in Ad hoc networks). In this regard, data agafieg can be improved by using data
fusion from multiple sensors. The cluster headrepke can be used to achieve this fusion
method. However, this will impose a constraint loe WSNs architecture.

L nw
W

. Base Station

O Sensor node

Figure 1. Example of how WSN works.



2.2 Communication in WSNs

There are two kinds of communication in WSNSs: sAgbp or multi-hop [28]. In the
former, the network has a star form as shown iufed(a), where the BS can communicate
directly with any SN in the network. However, itngt always true that each SN has direct
communication with BS (i.e. single-hop communicajioespecially in undeterministic
deployment of thousands of sensors in a vast gpbga region. Even in the deterministic
scenario, having single-hop communication requdesser deployments for BSs due to the
short communication range of SNs causing the amdiet very high. The disadvantages of
single-hop communication have been overcome byifhafi communication. The multi-hop
communication has a form of mesh network as shawrigure 2(b), and the communication
between sensors and far-off BSs occurs via muliipermediate hops. The SN is not only
transmitting its own data, but it acts as a relaydther nodes, collaborating to propagate the
data towards the BS. The existence of many pattslieer the same data to BS poses a routing
problem to find the best possible path to propagfatedata and eliminate the redundancy of
transmitted data. It should be mentioned heredbah multi-hop communication has limitations
related to energy consumption. The more relayeg eransmitted through a sensor, the more
energy consumption for that sensor will be.

BS
BS

Sensc

Sensa

(a) (b)

Figure 2. (a) Single-hop (b) Multi-hop communiocatin WSNs.

2.3 Constraints and Challenges

Technological advancements have resulted in theldpment of inexpensive and low-
power wireless micro-sensor networks. Figure 3 shtive components of the sensor node.
Each sensor consists of four main components: paenerwhich is usually a small battery,
sensing unit which made up of the sensor and tteogue to digital convertor (ADC),
processing unit which has two subunits: the prameasd the memory, and communication
unit which is the antenna in a wireless sensor kkaps the sensor connected to the network.
These units have severe resource limitations especn their power supply, processing
power, memory, and bandwidth [26]. Additional componts can be added to the sensor’s
structure according to the application needs. Kamgple, the localization system component
(in dashed box) can be added to meet the localizatiquirements of some applications.

WSNs usually use multi-hop communication to deligata from sensors to BSs. This
will impose a routing problem [29]. An efficientuting protocol for WSNs should consider the
tight budget of resources in such networks. Eneayy be saved if WSNs rely on distributed
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communication to arrange the processing power amatimgpdes not only on a specific node(s)
as in the cluster head, and coordinators in thditiobaal Ad hoc networks. WSNs should be
able to function normally with an acceptable ovarheTherefore, the protocols used in WSNs
should be light in power consumption and not regjua long running time (i.e. low
computational complexity); otherwise, the batteml Wwe depleted quickly, and the network
will start disconnecting [30]. Security is also ajor issue here in the sense that the network
should be robust against security attacks andleatata integrity should be preserved.

These constraints: limited power supplies, procgsgower, memory, and bandwidth along
with the topology changes of WSNs pose seriouslenob related to data accuracy, and energy
efficiency which affects the connectivity and camsently the lifetime of the entire network,
which then causes the WSN to become dysfunctional.

Qenanri AT g
SS1ISOY S

A\
A

Power Unit

Figure 3. Sensor node and its components.



3 Localization in WSNs

This section covers a detailed overview of locdlmain WSNSs, possible approaches to
deal with localization in WSNs such as range-based range-free. Furthermore, we also
address the phases of range-based localizatiomgieshop WSNs. We deal specifically with
the measuring phase and positioning phase. Megsphiase uses either distance-based or angle-
based techniques; while positioning phase deriiesSN’s location by using the measuring
estimates generated from the first phase, and thggplies methods such as lateration,
multilateration, and angulation. Range-free loadlan which uses methods such as connectivity
and fingerprint to estimate the locations of SN¥8Ns will also be covered.

3.1 Detailed Overview

Many of the aforementioned applications in WSNsumeq knowledge of the exact
positions of sensors and a node in a WSN has toMage of its location in the physical world.
The process of determining the location of the sens called localization. Localization of
sensors can be achieved by one of the followingswéy31]: 1) manually configuring a location
into each node, which may not practical for mangsusuch as a harsh environment where
monitoring inherently depends on undeterministiplogment. Furthermore, it is impractical in
the case of mobile sensors; 2) equipping every nuaitte a Global Positioning System (GPS)
receiver. This, however, increases the cost ofsemesor. In fact, the current capabilities and
resources (like processing and power) of most sensannot fit a GPS receiver. Another
deployment limitation is that the GPS does not wimttoors properly [6] and 3) designing
algorithms to locate the sensors [32].

3.2 Existing Localization Approaches

Localization techniques in the literature are dfeext in many ways depending on a set
of features related to the deployment environmémdopr, or outdoor), how the scheme is
executed (centralized, or distributed), mobilityasfchors used (static, or mobile), the way of
communication between nodes of the network (sihgle-or multi-hop) as shown in the next
subsection, [28]. In this paper, we are providintea classification that depends on range-based
versus range-free approaches as shown in Figurerther explanation for these two approaches
will be presented in sub-Sections 3.3 and 3.4.

Localization
Scheme
Range- Range-
based free

Distance l Angle- l -‘I ) .
erad Connectivity Fingerprint

I
ToA,
l RSSI Il TDoA | ' AoA

Figure 4. Special classification of localizatiaihemes.




3.2.1 Single-hop vs. Multi-hop Localization

Most localization schemes and systems depend ooadifmenunication between sensors
nodes and anchors. Communication in WSNs is edimglle-hop or multi-hop communication
as illustrated in Section 2.2. Single-hop local@atuses single-hop communication between
the SNs and anchors; multi-hop localization useklithap communication. In addition to what
was mentioned in Section 2.2, multi-hop localizatsuffers from error propagation where the
error accumulates as the hopping is continuous. [EB&t is why range-based schemes and
systems, that seek good accuracy, use single-hogdidation. The range-free localization
schemes can be either single-hop or multi-hop [82Jnnectivity-based systems usually use
multi-hop localization such as in DV-hop scheme][34hile other range-free fingerprint
systems are inherently single-hop systems such ABAR [35] or LANDMARC [36] as
explained in Section 5.

3.3 Range-based Localization in WSNs

In range-based techniques, two main phases ardlyususolved to localize SNs in
WSNs [28, 37]: the measurement estimation phase tfee positioning derivation phas#/e
address first the measuring phase and its relasees.

3.3.1 Measuring Phase

This phase is concerned with utilizing the exchand@ata between the SNs and anchors
to estimate the distances or angles according éadbhnology used. For example, Time of
Arrival (ToA), Time Difference of Arrival (TDoA) [8], and Received Signal Strength
Indicator (RSSI) are used for distance estimatdgray Angle of Arrival (AoA) is used to
estimate the angle between the sensor and the ranthe next sub-section deals with the
techniques that are usually used to estimate gtardie measurements.

3.3.1.1 Distance-based techniques

In the distance estimation phase, a node merematsts its distance to other nodes in its
vicinity. Distance estimation between two SNs (&ndnd receiver) is estimated by using
measurements taken from some characteristics diginals exchanged between these sensors,
including [5, 32, 39]: signal speed, the elapsetetbetween sending and receiving the signal
(time of flight), signal orientation, or signal etigths. The distance estimation phase typically
utilizes one or more of the following techniques:

1) Time of Arrival (ToA) [40]: capitalizing on theelationship between signal speed, time of
flight, and distance. This technique is widelydigiee to its simplicity since there is no need for
additional hardware. However, it faces a difficulty accurate calculation of the propagation
time due to the high signal speed comparing to dietancé Also, it requires highly
synchronized clocks between the sender and theveece

2) Time Difference of Arrival (TDoA) [38]: followig the same concept of ToA, however, it
uses two different types of signals such as radiacoustic. There is no need to synchronize
the clocks of the two sensors. TDoOA requires aold#i hardware viz. microphones and
speakers.

3) Received Signal Strength Indicator (RSSI) [4dppending on the power of the
transmission signal and the strength of the redesignal, these values are compared to a
specific model, such as the path loss model and texives the estimated distance. This

% The speed of radio signal, in a vacuunBx$0® metresper second. e.g., 30 ns are only require@vel distance
of 10m.

7



technique does not require any additional overls#rack it is taking place anyway between the
sender and the receiver. However, it suffers froaltipath fading, and shadowing.

The following sub-Section addresses the techniquestimate the angle between the sender
and the receiver nodes in WSNSs.

3.3.1.2Angle-based technique

Angle of Arrival (AoA) [42]: it uses an array of #mnas, directional antennas or
microphones to estimate the two angles betweenamathors and the unknown SNs, and to
estimate the distance between the anchors. THimitpee is impractical for LS-WSNSs for the
following reasons:

* It needs additional equipment which adds signifigato the size and the cost of the
Sensors.

« Accuracy is constrained by shadowing, multipattetions. Therefore, each element of
the antenna array should be calibrated, and staldet reasonable accuracy since any
small deviation in angle estimation results in arge error in position estimation.

 This hardware consumes power resources makingiggmefficient.

Next, we summarize the techniques used for distandeangle measurements.

3.3.1.3Summary of the Measuring Techniques

We provide the advantages and disadvantages tafcathiques of distance and angle estimation
in Table 1.



Table 1. Advantages and disadvantages of the rhaged localization techniques

Locallzgtlon Advantages Disadvantages
Technique
L No need for additional hardwared Requires highly accurate synchronization
=>» low cost of the sender and receiver clock.
Adding to the cost and complexity of a

ToA

sensor network.
O Difficulty in accurately measuring the
time of the flight.
O No need for synchronization of | Requires additional hardware like a
the clocks of the sender and microphone and speaker for the given
TDoA receiver. example.
O Can obtain very accurate
measurements.
O No additional hardware is U RSSI values are not constant but can
necessary. heavily oscillate, even when sender and
U Distance estimates can even be  receiver do not move (fast fading,

RSSI derived without additional mobility of the environment, and
overhead from communication presence of obstacles in combination
that is taking place anyway. with multipath fading).

O No need for synchronization of | The accuracy of AOA measurements ig
the sender and receiver clocks. limited by the directivity of the antenna
by shadowing and by multipath
reflections.

AOA U Additional hardware can obtain more
accuracy, but add significantly to the size
and cost of SNs.

O Itis not advised to be used in large-scale
WSNs (LS-WSNSs).

By completing the measuring phase of localizatie®, address in next sub-Sections the
positioning derivation phase and its related method

3.3.2 Positioning Phase

In the positioning phase, the distance or anglesomazy estimates collected in phase
one are respectively used by lateration or anguiathethods, to compute the position of the
blind node [14, 43-45]. Next, we start by lateratioethod.

3.3.2.1Lateration Method

In general, the lateration method requires1l) distance measurements from the
unknown node to the anchor node to estimate timel lplode’s location innj dimensions [46].
Tri lateration depends dhree distance measurements to be calculated, therosiggnm (in 2D)
of the unknown node is the intersection coordinafethe three circles centered in the anchors
with distance measurements as radii [47, 48]. {enédion is an essential geometric method
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which is involved in many localization systems sashGPS, as explained later in Section 5. In
the following exampley,, r,,andr, are three range measurements between the unknoae) n
u, and the three anchor nodés B, and C located afx,y,), (X, ¥,), and(x,y,),
respectively. In ideal case where no errors ar@gag to the localization, the estimated position
(X, ¥,) for SNuis the intersection of the three circles as showFigure 5.

Figure 5. Trilateration method in ideal case

The estimated position uf(xu, yu) can be then calculated algebraically by solvirey th
following non-homogeneous system.

X37X1 Y37Y1 || Xu (rlz_r32)_(x 12_X 32)—()/ 12—y 35
2 =

X3™X2 Yz¥Yoll Yu (rz2 —r32)—(x 22‘X 32)‘(3/ 22‘y 32)

This system of equations has the fox =b where 0.3 is the leftmost matrixx is the
Xy

unknown vertical vect({r } , b is the rightmost vector.
Yu

Next, we address multilateration method which milgir to trilateration, but with one
difference that multilateration can use more tHamed¢ anchors to estimate the location of the
unknown SN.
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3.3.2.2Multilateration Method

To avoid ambiguity and determine uniquely the lmoatof a point in a plane using
trilateration, the three positions of the anchode®w should be non-collinear. Furthermore, the
measurement techniques such as ToA, TDoA, RSSI, A®Abiased estimators which means
that there is a difference between the actual vafube distance (or angle) measurement and
the estimated one. Thus, the measurements areeeusnwhich may result in the three
corresponding circles (in trilateration method) rniotersecting in a point; instead their
intersection is an enclosed region as shown inrBigu The smaller this region is the less error
affecting the localization resulting in better acmy.

Figure 6. Trilateration method in real case

Multilateration method [25, 30] is a generalizatioitrilateration method and requires
more than three anchor nodes for localization. Néddration, along with mean square error

technique achieves the best estimation of the umkneector x such that|Ax —bj|,is

minimum. Note that if the anchor is mobile, thenrenthan three non-collinear positions for
this anchor node are required for multilateration.

In next sub-Section, we deal with angulation mettiad utilizes the angle estimation to
derive the position of the SN.

3.3.2.3Angulation Method

Angulation utilizes the AOA measurements to applg trigonometric fact that if two
angles and the side between them are known therpdkgion of the third point can be
calculated as the intersection of the other remgisides [7, 30, 37, 49]. For example, in Figure
7, A and B are two anchor nodes with known pos#jomhile u is unknown sensor nodé,
and 6, are the measurements of AoA technique. The distdoetereen A and B can be

calculated; then the angulation method is appbeestimate the position of

11



A (Xl ' yl) B (X2 ' y2)

Figure 7. Aodeasurements

3.3.3 Summary of Localization in Range-based Systems

Figure 8 shows a flowchart that summarizes thelilcatgon process in single-hop range-
based systems.

Data exchange Measurement acquisition Location derivation

— :

| |

e -
(RF itioni Estimated positi
\RF, Measurement Measurements Positioning stimated position
. Phase Phase
Acoustic, {Lateration, 0
Angulation}
UWB)

Figure 8. Localization process in a single-homgeabhased system.

The flowchart above shows a three-phase procdssatize sensors in WSNs. The first phase
is the beaconing phase which is a default stage azurs by the spontaneous signaling and
packet exchange between SNs and anchors. The spbagd is the measuring phase where the
distance or angle measurements are estimated by @ measuring techniques such as: ToA,
TDoA, RSSI, or AoA. The output of the second phéise measurements) is entered as an
input to the third phase (i.e. positioning phasd)ere the location is derived by using the
positioning methods such as lateration or anguiatio

At this point, we completed the explanation of mubgsed approach and its related
iIssues. Next, we deal with range-free localizaipproach.
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3.4 Range-free Localization in WSNs

Range-free technique provides coarse-grained katan since it does not depend on
calculating distances between the unknown objétie objects to be localized) and the anchor
objects (the objects with known positions); instgastimates implicitly the ranges and then the
location in a broad manner [12, 33] to overcomedtavbacks of range-based techniques (i.e.
cost and energy consumption). Range-free schemgssysiems can be classified to either
connectivity-based or fingerprint-based. The fordepends on the topology of the networks,
where the latter depends on storing informatiorsamhe locations (prints) for retrieving and
utilizing at a later time. In both cases, the impliestimation of the range and location is
erroneous and does not fully reflect the actuatadise and location. However, range-free
techniques provide a cost-effective alternativehi® expensive range-based techniques and,
hence, they are very prominent in LS-WSNs. Thas<lof techniques is particularly oriented to
the applications that do not require high accuradgcalization.

3.4.1 Connectivity-based Technique

Connectivity-based schemes depend on graph topatbgyhe network [50]. Some
techniques such as DV-hop [34] utilize the minimiop count (i.e. shortest path) between the
unknown sensor and the anchors to estimate thandess$ first and then the location. Other
connectivity-based techniques depend on polygomgich the vertices are anchor nodes. For
example, APIT scheme [51] utilizes the triangletlofee anchors and decides whether the
unknown SN is inside this triangle or not. Usingstinformation, a SN’s location can be
estimated by intersecting all triangles containihig SN and then taking the centroid of this
intersected region.

3.4.2 Fingerprint-based Technique

Fingerprint or scene analysis depends on two phasesfirst phase is constructing the
offline data base by recording RSSI at differectlmns with respect to different anchors from
which an RF map is constructed. The second phase dnline phase) matches a set of
observed RSSI values with the recorded RSSI valudbke database created by the offline
phase. Clearly, this approach is time consumingiamptactical for LS-WSNs. RADAR [35]
and LANDMARC [36] are examples of such fingerpraystems as explained later in Section
5.

3.4.3 Summary of Localization in Range-free Systems
Figure 9 shows a flowchart that provides the |laedion process in range-free systems.

® Since an object can be equipped with sensors firesimplicity we will use the terms node and alje
interchangeably.
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Figure 9. Localization process in a range-fre¢esys

Like Figure 8, Figure 9 shows a three-phase protedscalize sensors in WSNs. The first
phase is the same in both figures with a slighhgkean Figure 9 where mapping can be used a
priori in range-free fingerprint systems. The setphase is different since range-free system
has no measurement estimates; instead it apprcesnibe distance by other means such as
number of hops, ranging-in that checks whetherSNeis in range or not, anchor location, or
fingerprint techniques. The third phase is the fimsng phase. It takes the measurement
approximation as input and applies a positioningho@ such as: lateration, angulation,
mapping, intersection, or statistical models taw#ethe SN’s location.

The advantages and disadvantages of the rangsdhsemes and systems are listed in

Table 2.

Table 2. Advantages and disadvantages of the riiagdecalization techniques

Localization
Technique

Advantages Disadvantages

Connectivity

O No need for additional hardwarel Provides coarse-grained localizati®n
=> low cost not accurate.

Fingerprint

O No need for additional hardwarel Provides coarse-grained localizati®n
=» low cost not accurate.

O More effort and time are needed to build
the offline database> Not practical for
large-scale WSNSs.

O More suitable for indoor applications.

The next section deals with characteristics andirements of localization in LS-WSNSs.
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4 Localization in LS-WSNs: Characteristics and
Requirements

In this section, we address the characteristicsandirements of localization in LS-
WSNSs. This characterization is an important proceda create the performance metrics to
evaluate the localization schemes and systems-{WESIs.

4.1 An Overview

Many localization schemes have been designed t& imax centralized manner, indoor
or outdoor, with homogeneous, small numbers of galnstationary) sensor nodes (SNs) for a
particular terrain [3, 16, 25, 39]. However, in M&SNs, the localization scheme still has the
goal (as the existing schemes) to localize the 8iNsgood accuracy, but LS-WSNs face new
challenges such as large scale of terrain and Shbars, dynamic changes in environment,
technology used, signal traffic, and, probably,nges in positions of the SNs [33, 52].

4.2 Characteristics and Requirements

The rapid proliferation of wireless technologiegags up the forming of LS-WSNs by
making the sensors smaller and cheaper. The maracteristics of localization in LS-WSN
are: heterogeneity where various wireless techmedomay be used by different nodes in the
network such as Wi-Fi and cellular technologies|agility which preserves the effectiveness
of the localization functionality when the domaihpositioning becomes larger, cost efficiency
which keeps the cost in terms of time, effort, amahey within acceptable rate no matter how
large the network expands, and energy efficiencychvloptimizes the energy consumption
regardless of the technologies used. Table 3 campaetween localization in WSNs versus
localization in LS-WSNs against several importagatfires. It highlights the aforementioned
characteristics of LS-WSNs as the critical differen

The requirements of localization in LS-WSNs will Biscussed in details in the rest of
this section. The Empirical studies [41] showed #raors increase over distance. Thus, in LS-
WSNSs, encountering error is a norm rather than iiae and this error propagates through the
network. Because of the errors are inherent to W3islocalization accuracy will be affected
severely. To prevent this, the localization schemeuld be robust enough to recover from any
error. Also, people will not just be users of tlystem, but they may affect the overall emergent
behavior of the system by being, for example, neobsers, or obstructions to the exchanged
beacons. Furthermore, the localization system shbal able to localize all sensors over the
whole region regardless of the number of sensods aara of the region. This leads to an
important issue which is that the localization sohen LS-WSNs should rely on multi-hop and
distributed communication to utilize the localipati information from (at least) the local
neighborhood of the unknown node and to distriboéeprocessing power among all nodes not
only on a specific node(s) like cluster head, aoadrdinators in the usual WSNs and Ad hoc
networks. Consequently, the localization systenmuishbe able to function properly within the
constrained budget of energy, processing, and menhorthis regard, the localization system
should be light in power consumption and requirkertsrun time (i.e. low computational
complexity), otherwise, the battery will be deptetpuickly and the network starts disconnecting
which shortens the lifespan of the network [30]rtRermore, the different technology used by
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sensors requires the localization scheme to conuatenicorrectly among all of them without
any problem. A few more requirements of LS-WSNs banadded here are as follows: first,
ability to provide different level of accuracy depkéng on the objective of the localization.
Second, have a decentralized evolution and opardtamntrol such that the LS-WSN grows and
controlled in a distributed manner. Third, someli@apions are either tolerant to the time delay
or not (i.e. real-time or non-real time) and therefthe localization system should have two
levels of localizing time.

Table 3. Comparison of Localization Systems (WSBIsws LS-WSNSs) against several
important features in WSNSs.

Feature WSNs LS-WSNs

Scalability Application-specific High

Resilience requirements Important Important

Terrain scope Application-specific Large

Node density Application-specific High

Topology Semi-stationary Dynamic

Wireless technology Homogeneous Heterogeneous
Energy constraints High High

System control Centralized/Decentralized Decerztedli

Accuracy Application-specific Different levels of@uracy
Errors’ propagation impact High High

Time delay Tolerance Application-specific Differdevels of Tolerance
Interoperability requirements| Low High
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5 Localization in Large-Scale WSNs

The performance evaluation of localization in LaBmale Wireless
Sensor Networks (LS-WSNs) faces many challenged #ra related to LS-WSNs
characteristics as mentioned earlier in Sectiom4his section, we address these challenges
and we classify the current localization schemessystems as range-based (e.g. distance- and
angle-based schemes and systems) or range-fremeslad systems (e.g. connectivity-based
and fingerprinting-based schemes and systems). Weedefine special performance metrics
for LS-WSNs based on the requirements of LS-WSN®em®es and systems presented in
previous section. Later, we compare the classifiggstems against the defined metrics. The
schemes will be evaluated qualitatively based disfgang the features/requirements of each
metric. Furthermore, observations and further dismns will be presented. Moreover, we
select to the best fitting schemes for localizatrohS-WSNs and propose further enhancement
for such schemes.

5.1 Challenges of Evaluation the Localization Systems

The problems that are facing the localization systen LS-WSNs are not different from
those problems in ordinary localization system®48Ns. However, the characteristics of LS-
WSNs are prone to problematic challenges. In teatien, we will address such problems and
the factors behind them. Firstly, we will preseémt thallenges in evaluating the localizations
systems. Secondly, we discuss the factors behagsttbhallenges.

The challenges are twofold: first there is no galie accepted metrics to compare the
performance of localizations systems and secdratetis no generally accepted methodology
to design, simulate, emulate, and deploy the leatibin system [53].

The factors behind these challenges are, butmiteld to, the following:

1- The type of localization techniques being usedha gystem. The schemes differ from each
other in the techniques used. The system can kge+#lamsed or proximity-based. Even in
each category, there are differences. For examitle, range-based uses different
measurement techniques such as ToA, TDoA, RSS,oér. Each of these techniques has
advantages and drawbacks that affect the measutemers.

2- Involving of the anchors (beacons) in measuremsititation. Some systems use anchors,
where others do not. Usually the techniques tha aschors provide more accurate
localization compared to the other schemes whicimatouse anchors. The other issue that
should be mentioned here is the type of anchord (se static or mobile). The mobile
anchor [22, 54] can do the work of several statichars and scale over a large area of
terrain. So usually the mobile anchor can be mared for LS-WSNs if its trajectory is
predetermined in such a way that covers the whestaih. On the other hand, large numbers
of static anchors (according to its communicatiange) should be deployed to cover the
whole area.

3- The type of nodes being localized (i.e. static @biie). Usually localizing the static SN is
more accurate compared to the mobile one. The measbind this is that the mobile SN is
generating more measurement error since theravesyaltime gap (depends on the speed of
the mobile SN) between the current position oftthknown mobile SN and the new position
until it gets localized. This leads to degrade #foeuracy of localization. Furthermore, a
mobile SN is more likely to face changes in directi obstruction, and environment like
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wind, humidity, and sun light. All these changeteetf the performance of the localization
techniques.

The distribution of anchors and blind node in tloealization area [53]. There are
applications that use predetermined (i.e. detesta)i positions of each anchor and node
such as grid deployment and fingerprinting (scemaysis). For example, grid distribution
will affect the design and the performance of thealization system positively since each
anchor will cover part of the grid and this will mmnize the interference between anchors
and reducing the exchanged messages. Thus, thieeadecommunication will be reduced,
the energy power will be efficiently used, and tipolongs the life of the network.
Unfortunately, this is not always the case esphlciallarge scale WSNs where the nodes
and anchors are distributed in an un-determingsy.

The density of the nodes in the network (i.e. ayenaumber of neighbor SNs). If the nodes
are distributed densely, then the whole networkl w# covered by using multi-hop
beaconing. However, this will cost more in messagehange overhead and thus power
consumption. The batteries of the nodes will beleted and eventually the network starts
disconnecting. Thus, the density of nodes willmgip at all in scalability and robustness and
hence, it is not suitable for LS-WSNSs.

The environment where the system will be deployesl (ndoor or outdoor). Usually the
localization systems are application-oriented. Sampications require indoor localization,
where the others require outdoor. Usually the imdsgstems utilize the infrastructure
available inside the building such as WLAN, RFID,IBR. These systems are facing some
problems like non-line of sight (NLoS), multipa#md reflection. On the other hand, outdoor
localization systems may face the same problem#) asdoor environment, but with less
severity. Furthermore, another problem related n@irenmental change can affect the
performance of outdoor systems. Moreover, it istiohere to mention that the localization
systems in LS-WSNs should work indoors and outdaoi be robust against the problems
mentioned above.

The wireless technology used in the network whieeddcalization system is being deployed
can be either homogeneous or heterogeneous.dlfthtei former, then this will simplify the
design of localization system since the distribukechlization algorithm deals with one
technology only. On the other hand, if it is thi#édg then this will impose an interoperability
problem to handle various kinds of technology apgliaations used by different nodes of
the network. Usually the systems are interoper#bie consists of modular components;
each of which has low coupling and high cohesioartiermore, it should be able to
interface smoothly with other applications.

The nature of the localization scheme (i.e. ceiziedl or distributed). There are differences
between centralized schemes and distributed scheegasding significant features such as
accuracy, computational complexity, and energy eomgion [37]. The centralized
algorithm is more likely to provide more accuratedlization since it can be designed to get
a global optimal solution; in contrary to the distited algorithm in which there is no
guarantee to get a global optimal solution eveitsitomponents reached the local optimal
solution [37]. Furthermore, the centralized aldonthas higher computational complexity
and energy consumption. This is a result of higlidume of messages exchanged between
the nodes of the network. Therefore, the centrdlizealization schemes are not feasible for
localization in LS-WSNSs. It is worthy to mentionrkethat error propagation is a potential
problem in distributed schemes where the errorsaaceimulated over the multi-hop path
and, hence, the SNs far away from the anchor ast tikely to be less accurate in their
locations.
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5.2 Performance Metrics

In light of the general requirements of LS-WSNsliaed in the previous section, the
following performance metrics along with their owequirements can be derived to evaluate
and analyze the current localization schemes asigIs\s.

a) Accuracy, representing the average Euclidean distance beturee exact location and the
estimated location of the sensor. In general, vak $e mitigate the effects of errors on the
accuracy otherwise, the errors will be accumulabeanatically through the multi-hop path and
the accuracy level will drop sharply. The accurafylocalization scheme is related to the
following requirements:

1) Multi-level accuracy which indicates the ability tife system to provide fine-grained and
coarse-grained accuracy.

2) Tolerate obstructions like walls, and floors

3) Use building technology infrastructure like WLANR,|land UWB

4) Tolerate well in weather changes such as tempexdtumidity, sun, and wind.

5) Uses medium-range to long-range communication.

It should be mentioned here that if the systemillgilthe requirements 2 and 3 above, then it is

more likely to provide good accuracy in an indoavieonment. It has good accuracy for an

outdoor environment if it fulfills requirements Ad5.

b) Energy Efficiency, managing the battery power required by the SNémising, processing, and
transmitting data. Efficient energy consumptionlg@ngs the lifespan of the network. The
requirements related to this metric are the follayvi
1) Maintain low computational complexity. The lowenring time scheme the better in energy

efficiency. However, if the unknown node is mobtlegn tracking this node means repeating
the algorithm many times which increases the pamsesumption even if the algorithm itself
has low time computational complexity.

2) Minimize number of messages exchanged. The schaémddsavoid the overhead cost of
messaging between nodes by dropping the extrassselessages. For example, it is more
efficient to design a localization algorithm thabpls the packets which add nothing to the
localization process rather than burdening the LSNWith a flood of packets.

c) Scalability, reserving the effectiveness of the localizatianctionality when the domain of
positioning becomes larger. Large-scale localirasochemes should have high scalability in
terms of number of SNs to be localized and theore¢p be covered. The scalability metric is
related to the following requirements:

1) Uses decentralized algorithm that enables each twmdecalize itself by estimating the
measurements locally and receiving the other in&tion from the neighbors.

2) Scale with respect to the number of nodes. Thdiiaten scheme should be able to localize
the new deployed nodes by guaranteeing the covevadlkese nodes by anchors either
directly or through a multi-hop route.

3) Scale with the area of the region. The scheme dhioeilable to cover larger area than the
original one by installing more static anchors sing mobile anchors.

d) Resilience measuring the ability of the system to recoveamirthe effects of faults and
maintains acceptable level of service. In LS-WSINsalization scheme should be tailored for
interoperability, limited resources available, attier obstructions related to the environment
and terrain. The following requirements are relatethis metric:
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1) Design policies to deal with interventions. For mde, if any moving objects suddenly
blocks the unknown node from the anchor, in thsecéhe scheme should have a policy to
recover from this state by rerouting the messhgmigh a multi-hop path.

2) Design policies to deal with failure. The failur@ncbe an anchor failure to continue sending
beacons to the surrounding nodes, or failure fipdimee nodes to estimate the position by
using trilateration method. The scheme should haveefinement/maintenance phase to
recover from such failures.

e) Cost Efficiency, includes the overhead communication, any additibaatlware, and time and
effort. This means the lower the cost of the systerthe better chance it will be applied in LS-
WSNSs. The requirements related to this metric laeefallowing:

1) Maintain low overhead communication. Some systemshot consider beaconing traffic
between the SNs, increase the overhead and aféggettimely the communication cost by
consuming unnecessary power.

2) No additional hardware is required. Additional haade will not only increase the size of
the sensor, but the cost as well while on a LS-VW88Icould raise the cost dramatically.

3) Less time and effort. In a large-scale environmémre should be less time and effort to
deploy the SNs and anchors. Otherwise, the lodaizacheme will be impractical.

The qualitative evaluation of different metricshased on the LS-WSNs requirements. The
evaluation can be Good, Moderate, or Poor. Theuatiah of localization scheme or system is
Good, with respect to a specific metric, if it sé@s all the requirements corresponding to that
metric. The evaluation is Moderate if it satisfi@ssubset of the related requirements. The
localization scheme or system is Poor if satisfi@se or one of the associated requirements.

In light of the previous discussion about metriasd atheir associated requirements in
localization of LS-WSNSs, Table 4 represents ouirgef assessments to evaluate qualitatively
the above metrics.
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Table 4. The qualitative evaluation of LS-WSNs nestand their associated requirements

Metric System requirements (ideal case) Assessment
Good |Moderate | Poor
Accuracy 1) Multi-level accuracy 1, 2, 3,/2and 3 |[Any
: 4,5 one of
2) Tolerate obstructions (good the last
o ) indoor) | four
3) Use Building technology infrastructure
Or [none
4) Tolerate well in weather change
. 4 and 5
5) Use medium- to long-range
communication (good
outdoor)
Energy 1) Maintain low computational complexityi, 2 1|2 none
Efficiency S
2) Minimize number of message
exchanged
Scalability 1) Use decentralized procedure 1,2,3 | Anytwo | 1| none
2) Scale with respect to the number of
nodes
3) Scale with the area of the region
Resilience 1) Design policies to deal with 1,2 1]2 none
interventions
2) Design policies to deal with failure
Cost 1) Maintain low overhead communicatiod, 2, 3 | 1]2|3 3| none
Efficiency .
2) No additional hardware
3) Less time and efforts

5.3 Classification of Localization Schemes and Systems

The tracking and localization systems, in the ditere, are purpose-oriented and related
to the nature and domain of their applications.réree many ways to classify such systems
based on a set of features as shown in the folgpwoenarios:

* The way scheme is executed: centralized versushdittd.
» The target environment: indoor versus outdoor.

» Anchor mobility: static versus mobile.

» Technology used: RFID, WLAN, UWB, or Bluetooth.

* Measurement used: distance-based versus proxiraggeb
» Space dimensions: 2D versus 3D.
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This section is dedicated to review and provide eav rclassification for some current
localization systems. The systems will be clasdifimsed on range-based versus range-free.
The range-based schemes and systems will be ssdifidd into: distance-based or angle-
based, while the range-free schemes and systeingenslub-classified into: connectivity-based
or fingerprint-based.

5.3.1 Range-based Localization Systems

In range-based localization schemes, two phasessaialy involved to localize SNs in
WSN: 1) measurement estimation phase; and 2)i@asig derivation phas&@ he range-based
localization system is either a distance-basedsystr an angle-based system. We will deal first
with distance-based localization systems.

5.3.1.1Distance-based Systems

The Global Positioning System (GPS) [8] is onehaf most successful and widespread
single-hop localization systems for outdoor useedjuires four satellites; three for trilateration
and the fourth provides more accuracy as showngar€ 10. Since the distances between the
satellites and the localized node are huge, thexedmy small clock drift results in huge
localization errot. For this reason each satellite equipped withtamia clock and the fourth
satellite is used for correcting the time of theeiger node. The sensor equipped with GPS
receives the RF signals from the satellites and tises them to estimate the values of time and
position. GPS uses Time of Arrival (ToA) as a swag technique to estimate the distance
measurements that are used in positioning phasstitbate the location of the node. The GPS
embedded in the SN calculated the time differesammél time of flight) between the sending
time RF signals from satellites to the receivingdiof these signals by SN. Then the time
difference is used to measure the estimated dissate apply the trilateration method and
estimate the location of the sensor with accurast than 10metres.

S8

&
v

"
r

N

Figure 10. Four stallites are needed for accurasgtipning in GPS system.

* One millisecond of time drift would result in achdization error of nearly 300km.
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Although GPS is a popular system and works well odbors, it fails to work indoors
where non-line of sight (NLoS) is available. The alization in this case is centralized as
each sensor node has to localize itself. If any Rftgnal has not been received successfully
from any satellite, then the signal will be retransitted again. Furthermore, attaching
additional hardware (i.e. GPS) to SN’s structure wli increase the cost in terms of money
and size. Moreover, GPS failed to fulfill the filteing requirement (i.e. Energy efficiency)
since the sensor’s battery will not last using GPS.

The Cricket system [55] is a TDoA-based, indoord amgle-hop localization system
which uses multimodal sensing technology by utilgRF and ultrasound (US) together. The
anchor nodes act as an active transmitter for agsaRF signals and ultrasonic waves. The
unknown SNs (Cricket nodes) receive (using listendéhese signals/waves from various
anchors and apply TDoA to estimate the distancevev¥er, due to temperature change, which
severely affects the speed of ultrasonic wavegstem of distance measurement calibration is
applied to provide more accurate measurements. Thenunknown sensor nodes use the
calibrated distance estimates in trilaterationgtneate their locations. It should be mentioned
here that Cricket nodes can be either static orilmaind still the scheme is able to locate and
track them successfully within approximately 11 megtaway from at least three anchors
required for the trilateration. The accuracy of @wcket is within centimetres and the Cricket
node costs less than $10.

The Cricket system provides good accuracy for an agoor environment. However,
this accuracy is constrained by factors such as: éhavailability of line of sight (LoS),
limited range of approximately 11m between the anatr and the listener (the closer
distance, the better accuracy), and the angles beten the faces of the anchor and the
listener as shown in Figure 11. In other words, spgal placement is needed which requires
more time and effort to deploy. These constraintsalso, degrade the ability of this system
to be scalable despite the fact that it is decentiiaed. Furthermore, the Cricket system
requires additional and special hardware, a transager for both RF and US, and this
increases the cost sharply in the large-scale enwimment. Moreover, the authors[55]
considered a simple protocol to avoid collision tsave energy and reduce interference
amongst nearby beacons. However, some of the nodeay not be localized due to poor
signal reception, and the single-hop policy of theystem will not help to localize such
sensors which can be resolved by multi-hop routingo exchange the localization
information locally.

Ceiling

0 Beacon

Wall 45

Orientation of the
ultrasonic transmitter

Figure 11. Specific alignment of a Cricket ultramatransmitter (reproduced from
[55]).
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The authors in [20] proposed a system similar eo@hnicket system mentioned above,
both are using TDoA with hybrid sensing hardware $ending/receiving acoustic and RF
signals. However, the system in [20] is more ogdrtb outdoor environments and uses a more
accurate calibration technique, namely least-sgseang, to avoid any weather effects on the
distance measurements. Furthermore, the listenef2@) has larger acoustic range of
approximately 35 m.

The system in[20] provides an improved listener with a much larger ange (35 m)
compared to the Cricket (11 m), and has a good tenlgue to make the distance estimates
more accurate despite a noisy environment. This rkfcts positively on the scalability,
resilience and accuracy (average 0.667 m) requiremes. However, the other
requirements of localization in LS-WSNs are ratedlie same as in the Cricket system.

A Mobile Beacon-Assisted Localization (MBAL) [56% ian RSSI-based localization
scheme for WSNs. In contrary to other mobile-asdisichemes, which use random trajectory,
MBAL uses a movement path selection that minimizee movement trajectory with
consideration of energy consumption, and low comutal complexity. The scheme utilizes
bilateration, with a simple solution for positiomhaiguity, instead of trilateration for further
improvement of its performance. Simulation ressh®wed that the movement length of the
mobile anchor and the number of beacon messagesh®en reduced by 92.6 % and 83.6%,
respectively, comparing to the random movement atkth

Although MBAL is cost efficient since it minimizesthe overhead communication
and does not need any extra hardware (it is RSSI-lsad), the accuracy is an issue here
since MBAL is using RSSI which is inherently unstale due to the channel characteristics
and obstructions, etc. This forms a source of errofor both distance measurements, and
the proposed solution for position-ambiguity of biateration. Furthermore, it is a
distributed scheme and using a smart trajectory sektion makes it scalable in terms of
number of nodes and size of the region; and yet theaumber of messages and the
computational complexity is low. Moreover, for anypossible localization failure of SNs,
MBAL offers more chances for the unknown SNs to bdocalized by providing more
distance measurements.

The scheme in [22] is an outdoor localization sohé@alled?) that is RSS-based, using
two mobile anchors moving along the borders of iaesh-environment terrain. The scheme
provides robustness in terms of providing the laesion whether the collinearity problem
exists or not. The authors overcome this problenetmpedding the direction of the beacon
(left, or right) in the packets flooded in the wlaietwork using distance vector (DV) routing.
Unlike the other mobile-assisted schemes whichsirsgle-hop localization, this scheme uses
multi-hop localization since the mobile anchor aaingo through the harsh sensing terrain.
Each SN estimates its location to both mobile areehbhen, the Kalman Filter will be used to
refine the location obtained by the longer hop gattusing the information of the location of
smaller hop path. The location will be the mathecaaimean of the two locations.

Although [22] provides a refinement of the accuracy by using th&alman filter,
the location is still inaccurate since the calibrabn is made according to the location
information of small hop path which itself is proneto error propagation. The accuracy
will be worse if the terrain becomes wider since # hop counts will increase. It is true that
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using two mobile anchors rather than using many stic anchors reduces the cost, but the
scheme is still flooding the packets in the wholeetwork which increases the overhead
communication, and affects also the energy efficiey. Furthermore, the scheme is
distributed, but it only scales within the boundederrain between the mobile anchors. The
scheme is resilient to collinearity and any node Wibe localized as long as it is in the
transmission range of other located node.

5.3.1.2Angle-based Systems

In [57], the authors designed a localization schémaerelies on AOA measurements by
using Omni-directional antenna array of four aneenmounted on each anchor. Each anchor
starts sending omni-directional pulses and its tmwsi Then it transmits a beacon with a
rotating radiation pattern. The main direction bé tbeacon is changed periodically (p time
period withA angular changing). A sensor stores the time ofsthengest beacon power. The
difference in time between the receiving pulse tiamel the strongest beacon power allows
calculating the AoA measurement of the signalhé sensor collected AOA measurements from
two or more anchors, then by using the least squeethod, the position of the sensor can be
estimated. It was reported that six anchors wefécmnt to localize 100 SNs with sensor
density of one sensor per 5 m X 5m. The accurgogrted was 2-2.5 m which is acceptable.

Despite that this scheme provides good accuracy fan outdoor experiment, it
seems that it will fail getting the same accuracyof indoor environment which lacks LoS
causing possible multipath fading and reflection with affects the correct reading of the
anchor’s signal. The scheme is decentralized andamtains relatively low computational
complexity on the sensor’s side. However, its scéldity will be affected by the number of
sufficient anchors since there is no collaboratiomnd multi-hop communication between
the SNs themselves. Having no multi-hop mechanismilixconstrain the robustness against
the failure of signal reception. Furthermore, the ost of omni-directional array of antenna
can be handled for small areas with limited numberof anchors, but in LS-WSNSs, there
will be a large number of sensors over a very largarea which requires many more
anchors to cover the whole SNs. This will make theost increase rapidly.

High Accuracy localization based on Angle to LandmgHA-A2L) [58] is a
localization scheme that depends on two phasest, fdesign Localization Information
Exchange Protocol (LIEP); and second is the loatibn algorithm. LIEP establishes messages
(INIT, and POSITION) to exchange the localizatioformation between the anchors and the
unknown SNs as shown in Figure 12. It is assumatighch unknown SN is able to estimate
the distance to its immediate neighbors and itdmaantenna array to measure the AoA. In the
second phase, HA-A2L uses a heuristic to contrelgiopagation error. This heuristic trades
off the number of nodes to be localized and thersraggregated through multi-hop paths.
However, this kind of trade off will increase thentputational complexity for the localization
scheme. The accuracy achieved is about 1 m (7%RewRel4) with network size equal to
100.
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Figure 12. Messages exchanged by nodes in HA-ABErse (reproduced from [58]).

Although HA-A2L is an improved version of angle tolandmark (A2L) where it
provides a good accuracy outdoors by controlling t number of hops to not exceed a
threshold, it fails in the cost efficiency requirenents for LS-WSNs where additional
hardware (i.e. antenna array) is required and thereis overhead communication by
broadcasting the messages through the whole netwoviithout any smart control.

Furthermore, controlling the error propagation (by not sending more localization
messages through more hops) scales down the numbafr nodes to be localized. The
scheme is distributed, but yet consumes more energypwer due to the antenna array and
increases the computational complexity by applyingrror controlling. If the unknown SN
is not localized from the first POSITION messagetihas to wait until the next iteration to
receive POSITION message again which is time consumy.

Ad Hoc Positioning System (APS) Using AoA [59] isoaalization scheme that uses a
Distance Vector (DV) technique for routing the bma in a hop by hop fashion. While
original APS uses distance measurement to be fdedarAPS-A0A uses angle measurements
to be propagated in a multi-hop manner such thanete SNs which are not in direct
communication with the anchors/landmarks can istilr the estimated angle/orientation to an
anchor. The estimation of the angles to an anchorbe done by using an induction-proof like
process. Basic step: if the sensor is directly ected (i.e. single-hop distance) to an anchor,
then it can estimate the angle to this anchor thyrethe induction step: assume the sensor (say
sensor s) is k-hop distance away from an anchgrgsehor A) (k>1), if its neighbors in (k-1)-
hop distance have their angle measurements to aAghien s can estimate its angle to anchor
A, and broadcast this estimated angle through #teork. Triangulation method is used to
estimate the location of the unknown SNs. APS-AcAcontrolling the error propagated
throughout the network by controlling the numberhops in such a way that minimizes the
propagation error.

Although APS-Ao0A fulfills some requirements such asbeing distributed and
scaling well with increasing number of nodes, it fids in cost efficiency where additional
hardware is required, and overhead signaling costém broadcasting beacons throughout
the network. The scheme is designed to work in anutdoor environment with LoS,
obstructions will severely affect the angle estimain and, hence, increase the error.
Furthermore, computational complexity will be increased due to applying an error
control procedure which reduces the energy efficiay. Since there is a tradeoff between
the coverage and accuracy, the number of hops wilbe constrained within a certain
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threshold and, hence, more anchors are required tbe deployed to maintain the coverage
and the accuracy which increases the cost.

5.3.2 Range-free Systems

The range-free technique provides coarse-grainealitation since it does not depend
on calculating distances and angles unlike rangedbaystems. Range-free systems are either
connectivity-based or fingerprint systems as exyldiin Section 3. We address first the
localization systems that are connectivity based.

5.3.2.1Connectivity-based Systems

DV-hop [34] is a connectivity-based range-free scbehat uses the number of hops
between the SNs and three anchors to estimatadtace measurements between such sensor
and these anchors. Then the triangulation methag@p$ied to estimate the location of this SN.
The approach of this scheme depends on the clagsieehanism Distance Vector (DV)
routing. In DV-hop, each anchor starts broadcgsbeacons throughout the network. The
beacon contains the anchor’s location plus the ¢dmmt which initialized to one. Each SN
maintains the minimum value of hop count. Thusaimfy SN (n) with current hop count
(cHopCnt) receives a beacon with smaller new hamtHopCnt) (i.e. nHopCnt < cHopCnt)
will change its current hop count value to be edaahe n’s new hop count (i.e. cHopCnt =
nHopCnt). Otherwise, the beacon is dropped and rtise current hop counter remains
unchanged. Then node n will forward a beacon with tount increased by one (i.e. cHopCnt
+1). After finishing this process, all nodes (irdilng anchors) will have the shortest path (in
hops) to every anchor in the network. Then eacth@nwvill calculate its correction factor
through all other anchors by using the followingiala:

2O X )y )’
i Zhi

,forallanchorg j #i [34]

Thus correction factor of anchor i is averaging swenmation of distances between
anchor i and all other anchors over the summatiothe corresponding hop counts. These
correction values will be used to estimate theadist between the SN and the anchors
according to the closest anchor to this sensorekample, in Figure 13 if u is the SN and A, B,
and C are the anchors with correction factors 8, @&nd f3, respectively. Then, fl=
(80+120)/(5+7)=16.6 m, f2=(35+80)/(2+5)=16.4 m, dBd(35+120)/(2+7)= 17.2 m. A is the
closest anchor to u (by number of hops), then Uiwgié the correction factor of A (i.e. f1) to
estimate the distance measurements as follows; W(A f1 * hopCount1=16.6 * 2, d(B, u) =
fl * hopCount2=16.6 * 3, and d(C, u)= f1 * hopCdBml6.6 * 5, Where hopCountl,
hopCount2, and hopCount3 are the distances (in)Hogtsveen u and anchors A, B, and C,
respectively.
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Figure 13. DV-hop localization scheme

Empirical tests in [33] showed that the accuracy decreases when the depimgnt of
the SNs is random rather than uniform. This will afect negatively the scalability of DV-
hop, where usually the SNs are un-deterministicallgxisting (either stationary or mobile)
over the terrain. Also, the communication overheadncreases sharply by increasing the
node density. This means that DV-hop is not cost fefient despite that it does not need
additional hardware. Although DV-hop poses overheadcommunication by broadcasting
beacons to be flooded throughout the network, it isobust to beacon delivery failure since
another beacon can be received from a different rae. Clearly, DV-hop dos not fulfill all
requirements and metrics to be a good system in LB/SNs.

Approximate Point in Triangulation (APIT) [51] is eonnectivity-based range-free
scheme that depends on Point in Triangulation (REE} that allows the SN to determine
whether it is inside a triangle or not. This apploaelays on the existence of enough anchors.
Any three anchors form a triangle and by usingRhetest, the SN is either inside the triangle
or not. The estimated location of the sensor is déetroid of the intersection area of all
triangles containing the SN. Figure 14 shows tleadrased strategy followed by APIT. The
idea behind PIT test is to emulate the movementhef SN by using the local neighbors’
information. For example, the signal strength (88)ween the SNs and the anchors can be
utilized to infer which sensor is closer to whiamchor. By using this method, if there is no
neighbor (of node A) that is closer or further frothe three anchors X, Y, and Z
simultaneously, then A inside the triangle XYZ. @thise, A is outside.
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Figure 14. Area-based APIT Schem (reproduced fish) [

Although APIT has good cost and energy efficiencyqlicies, it fails to provide good
accuracy since it depends on density of anchors héa(i.e. average number of anchors
used during estimation). Features like polynomial amputational complexity and allowing
multi-hop localization make APIT more suited for oudoor applications. Furthermore,
APIT is scaling well since it is distributed, and daptable and not sensitive to node density
and size of the terrain as long as the node and amar density remain above certain levels.
Empirical tests suggest at least 6 for node degrdédensity) and more than 8 anchors with
ANR (Anchor to Node range Ratio} equals to 10.

The scheme in [60] provides a mechanism to use l@lenanchor together with the In-
Range technique to localize the unknown sensotisdrterrain. The mobile anchor eliminates
the need to deploy many stationery expensive aschdre trajectory of the mobile anchors
follows the Random Waypoint (RWP) model. This schames In-range techniques which is
similar to aforementioned Point in TriangulationTPin the APIT scheme where both are
using the communication range of the anchors. Hewe®IT is using three stationary anchors
to build a triangle, while [60] is using two loaaris of the mobile anchors and the intersection
area of the two circles centered in these locatcwmgains the location of the unknown SN. It
may happen that an unknown SN is not hearing froenanchor (i.e. out of the anchor’s
transmission range), yet it is in the range of haolocalized sensor (say A), then In-range
provides extension to such an unknown SN. In tlase¢ the location of the sensor is
determined by the area that is inside the two&srclentered in the vertices of A’s location area
(i.e. A’s vesica piscis). In-Range technique cartémted many times as it is required to reach
the appropriate accuracy.

This scheme [60] does not require any extra hardware or overhead
communication, and uses only one mobile anchor irsad of many static ones which
means that it is indeed cost efficient. Furthermorgit follows a distributed manner and
single-hop strategy to localize the SNs. This prodes more energy efficiency and reduces
the number of packets exchanged. The scheme provegléull localization of the sensing
field by extending the In-Range technique by usinghe localized SNs. However, the
anchor trajectory has not been selected in a smanvay to maximize the number of

®> ANR means the average distance an anchor beanarigdivided by the average distance a regulae saghals
travels

29



localized sensors by the anchor itself. This willféect the accuracy and in order to make it
more precise, In-Range method should be iterated mg times which means more run
time complexity , hence, more energy will be consued.

5.3.2.2Fingerprint-based Systems

RADAR [35] is a range-free fingerprint system thahieves accuracy in the range of 2-
3metres. As all fingerprint (mapping) systems, B&D has two phases of localization:
construction phase (offline phase) and positiorphgses (online phase). In the offline phase,
RADAR synchronises the clocks of mobile host (egerson carries the sensor device) and
base stations (BSs). Then, the mobile host starndisg beacons (6 bytes UDP packets) every 4
seconds. In the meantime, each BS records theg#itreignal (SS) together with timestamp t.
In other words, the tuple (t, BS, SS) is storedefach BS. The mobile host refers to its location
on the map (scene) along with its direction d. Theans that the tuple (t,x,y,d) is stored in each
BS. Then for each tuple (x,y,d), the mean valualb&S readings for each BS is calculated. In
the online phase, the actual transmitted signahgth SS from the mobile host is received by
the BSs, (say three BSs), which forms the tuplel($52, SS3) where SSi is the signal strength
received by BS number i. Then it is compared ®récords stored in offline phase, and the
closest stored record indicates the location arettion of the mobile host. Figure 15 provides
a flowchart of localization steps using RADAR scleem

Offline Phase Online Phase

. : + Actual SSis received by the BSs.
mobile host starts sending beacon « The tuple (SS1, SS2, ...,SSi) is

(t, BS, SS) is stored for each BS. compared to all (SS'1, SS'2, ...,S§

in offline phase.

the closest stored record indicates
for each (x,y,d) tuple, the mean va location and direction of the mobilg
of all SS readings for each BS is host. The one that minimizes the

calculated.a (S5'1, SS2, ...,SS') Euclidean distance with the actual
where i is the number of BSs. tuple.

(t,x,y,d) is recorded in each BS.

Figure 15. RADAR phases for localization

RADAR uses either empirical data or the radio propgation model to build the
database in offline phase. The radio propagation nael reduces the effort and takes into
consideration the obstructions (i.e. walls and flag). Thus, it is good for indoor use and
provides good accuracy in the range of 2-3 metreslowever, it does not provide multi-
level accuracy. The information and results indicag that it is not feasible for outdoor use
due to dynamic environments with moving obstructios along with large area of terrain
and node density. From an energy efficiency pointfosiew, the empirical results showed
that reducing the messages by 25% (neglecting thearelction issue) will not impact the
behaviour of the system. Also, the computations arprocessed in BSs and therefore the
mobile sensor devise preserves its energy. Howevar, real life there are many sensors
have frequent RF interference which imposes an oveead cost on beacons traffic.
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Furthermore, the system is using centralized singlbop procedure where increasing the
number of sensors can still be handled by the systeas long as they are able to
communicate with BSs in a single-hop manner whichsiimpractical in LS-WSNSs. Using
the empirical method will take a huge effort to buid the data base (DB) and therefore, it
is not feasible for LS-WSNs. However, using the rad propagation model will make easier
to scale the terrain size, but still changing the ap (scene) of the terrain by obstructions or
changing the location of BS will force a re-build ¢ the DB again. Moreover, sending more
than one message from the same location is a politty guarantee more messages to reach
the BSs, but there are no policies to deal with o#r kinds of failures. Clearly, RADAR met
some localization requirements in LS-WSNSs, but fadl in most of them.

Error Controlling LOCAIlizaTION scheme (Ecolocatiof§l] uses the Radio Signal
Strength (RSS) to estimate the location of the omkmSN. The terrain, where the anchor nodes
and SNs are deployed, is divided into grid-poirgakions. Each grid-point location calculates
the Euclidian distance measures to all anchorsanindeal case (zero multipath fading and
shadowing), the closer the anchor is to the SNlatger the RSS will be from this SN; and this
is called constraint. Based on this key idea, egahpoint location will have its own set of
(ideal) constraints by ordering the anchors incisnmunication range from closer to further
(i.,e. high RSS to low RSS). The localization pracesarts by the unknown SNs which
broadcast a beacon to anchors. Each (hearing) anglhgend its RSS to a specific node point
(i.e. cluster head or any other node with good admatnal capability); at this point, the
collected RSSs are used to form an ordered sequémecehors (i.e. set of constraints). This set
of constraints will be compared with all sets ofistraints of grid-point locations; and then pick
the location that maximizes the number of matchedstaints. If there is more than one
location which has the same maximum number of neakctonstraints, then the estimated
position for the SN will be the centroid of thesedtions.

Although Echolocation is a robust scheme to multi-gth effects of the RF channel
by using the distance-based rank ordering of the aors as a unique signature in the
localization process, it fails in critical requirenments like scalability since it depends on grid
layout which is impractical in LS-WSNs. The accurag of Ecolocation depends on RF
channel characteristics (i.e. path loss and standdrdeviation), and number of anchor
nodes. The experiments showed that it provided bett accuracy (with increasing number
of anchors, path loss and/or decreasing the standardeviation) compared to other
schemes such as the proximity scheme. However, thexperiments used single-hop
communication between the SN and the anchors to m&are the accuracy, which is not
usually the case in LS-WSNs. That is why we belietbat the accuracy will be diminished
due to the error propagation through the network. Furthermore, the computational
complexity of Ecolocation depends on the size ofeéhterrain, the number of anchors and
the number of grid points which will be computatiorally costly for LS-WSNs and
especially if the SNs are mobile rather than statias in Ecolocation.

Location Identification based on Dynamic Active RFCalibration (LANDMARC)
[36] is a system that employs fixed active RFIDst&s references/anchors along with RFID
readers to help in location calibration and thusamce the accuracy. The idea is to replace the
cheaper active RFID instead of the expensive REHAers. While current RFID systems do not
provide the signal strength of tags directly toded LANDMARC reflects the relation
between the power level and signal strength. So DRIARC requires the signal strengths of

® RFID reader receives the power level of the tagated
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all tags (tracking tags and reference tags) taoeatlers to be collected by a server for further
processing. Then it employs these readings alortif thie reference tag’s neighbours to
estimate the location of the unknown tag node. fdeo to get good accuracy (less than
2metres), it was reported (empirically) to use githpe for placing the reference tags and,
hence, the best number of reference neighborseotittknown node is 4. Figure 16 shows an
indoor grid placement of RF readers, tracking tagsl, reference tags.
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Figure 16. Placement of RF readers and tags (rapeatfrom [36]).

Clearly, LANDMARC provides a centralized cost-effetive solution for indoor
environments with acceptable accuracy. Utilizing te reference tags in localization
processes is devoted to enhance the accuracy, thg number of RFID readers still should
be sufficient to cover the whole tags (tracking andeference) since there is no multi-hop in
this case. This affects the scalability since therés no guarantee in a large-scale
environment that the SNs would be deployed withinhte assigned grid. Even more, there is
no method of controlling the mobile nodes to be inde the coverage area of the readers. It
was reported that the battery life in LANDMARC is 3-5 years and since the whole
processing is done on a server, the energy efficmnis maintained in this case. The
environmental dynamics negatively affect the accuy since the tracking node is either
not localized or has a reduced accuracy and theresino policy to recover from
obstructions since there is no re-routing techniqugcan be applied in this case.

The scheme in [62] is an outdoor localization soheimat depends on one mobile
anchor which follows a smart trajectory to localthe terrain. Like Ecolocation, this scheme
also utilizes the RSSI to infer the position of theknown SNs. The anchor’s trajectory
depends on passing closely to as many potentiaé paditions as possible. As the mobile
anchor is moving, it transmits packets that conthm position of the anchor. Each sensor
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receiving the packet constructs a constraint ofoitation estimate. This constraint considers
the bounding coordinates for the terrain and tlea ithat states “As the distance increases, the
RSSI decreases and vice versa (normal conditiqiREF]. Then the Bayesian inference and
weighted average is applied in each SN to estitha&t@ositions of the SNs.

This schemg62] requires no extra hardware and has no overhead comunication,
but some effort would be made to figure out boundig coordinates of the deployment area
in order to use them in evaluating the constraints.Regarding accuracy, this scheme
requires prior evaluation of environment data for alibration to give more precision of
the localization results. However, it does not prade multi-level accuracy and its
performance indoor is expected to be poor due to & obstructions and multipath.
Furthermore, this scheme is single-hop and has avocomputational complexity since
each node will calculate simple formulas. Moreoverthe scheme is distributed and scaled
well inside the area of deployment. However, extem the area requires re-evaluating
the bounding coordinates and may need data re-caliéation if the environment changed in
the new extended terrain. Finally, the robustnesse&pends on the mobile anchor to cover
the whole area; if the SN did not receive (or recee bad) packets, then there is no
designated policy to localize it again.

At this point, we complete the analysis of clagsifiocalization schemes and systems

on the light of LS-WSNs requirements. Table 5 shdtws summary of the performance
evaluation.
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Table 5. The performance evaluation of classifazlization schemes and systems against LS-WSN#met
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GPS Outdoor M Single Moderate Poor Moderate Moderate Moderatg
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‘,? 'g MBAL Outdoor M Single Moderate Good Good Good Good
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§ [22] Outdoor M Multiple Poor ModerateModerate  Good Moderat
g [57] Outdoor S Single Moderate Good Moderate Moderate Moderatg
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(@]
< APS-A0A | Outdoor S Single ModerateModerate Moderate Moderate  Poor
; DV-hop Outdoor S Multiple| ModerateModerate Moderate  Good Moderat
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cC O
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© "% Ecolocation Olﬁgdoooorr/ S Single Moderate Moderate  Poor Moderate Good
'g LANDMARC| Indoor S Single Moderate Good Poor Poor Good
[62] Outdoor M Single Moderate Good Moderate Moderate Moderatg
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5.4 Observations and Further Discussions

The localization schemes presented and evaluateteirprior sections cover all the

localization paradigms. In this section, observaion the previous performance evaluation of
the localization schemes will be provided. Thesseotations are as follows:

1-

Range-free localization schemes have better pediocethan range-based ones in terms of
energy efficiency. The reasons behind this aréhey do not require extra hardware, and b)
they are usually simple and have low computaticoahplexity. However, there is a trade-
off between energy efficiency and accuracy. Thathy they provide moderate accuracy in
LS-WSNSs environment.

Range-free schemes provide good cost efficiencyaulse they do not require additional
hardware, need less time and effort, and less eagrhommunication.

Single-hop localization schemes are more likelgdge more energy because the SNs are
not used as relays of anchors’ packets unlike thii4mop localization. Furthermore, they
are most likely to have better accuracy than thdtithap schemes since there is no
propagation error in this case.

Among all evaluated schemes, there is no accepla@éof accuracy for any of them. This
is because most of them are application orienteslaid indoors or outdoors, but not both.
Furthermore, most of them are providing no morenthae level of accuracy. However,
those which provide more than one level of accui@cy. APIT and [60]) are not able to
provide accuracy with high precision due to themitiations in terms of methods used such
as intersection of triangles, and In-ranging meshod

Utilizing mobile anchors in localization schemespmaves scalability and robustness
metrics since these can cover the area of localizaind, unlike static anchors, are capable
of localizing any expected extension of the terraim SN’s density. Furthermore, using
mobile anchors as a replacement of many staticaaaatill reduce the cost significantly.

The outdoor schemes are more resilient than theomanes. This is because indoor
environments have many obstructions, reflectionsd anultipath which affect the
performance of the schemes. As well, using mobilehars improves robustness as in
previous observations and is more feasible outdibans indoors.

Based on these observations, Figure 17 shows #rarbiny of the localization scheme’s
classification and the affected performance metrceach level of classification.

Localization
-Energy Scheme
Efficiency I

-Accuracy .
Range- Range-
-Scalability based free

-Resilience

Static Mobile
Anchor anchor

Mobile Static
Anchor Anchor

-Resilience
l Indoor | l Outdoorl ' : l Indoor | l Outdoorl

Figure 17. The observed effects of the classificabf localization schemes and systems on LS-WSNs

performance metrics
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According to our observations and the current resolimitations of the SNs, there is
always a kind of trade-off between accuracy andgneonsumption. In other words, focusing
on high accuracy requires range-based techniquehwhsually, requires extra hardware (i.e.
increasing cost), and requires more energy (ieeasing energy consumption), which, in turn,
affects negatively the scalability and resilience. (reducing the scalability and resilience).
Therefore, it is better to design a localizatiohesue to fit many applications in terms of multi-
level accuracy. However, this will require extrardwaare that can be utilized when high
accuracy is desired. Otherwise, other methods, lwH@ not require extra hardware such as
RSSI, can be used to achieve acceptable levelscafacy.

While energy efficiency is very important metricassessing localization schemes and
systems especially in large-scale environmeng time and effort worthy to create a filtering
criterion based on this metric before doing thé performance analysis of these schemes. This
filtering criterion (i.e. energy efficiency) is Welefined to filter the schemes and systems
precisely. Indeed there are no schemes that with& large-scale localization with high energy
consumption. In other words, the energy resouraddtse depleted before localizing the entire
number of nodes in the network. Thus, we proposephases to assess these schemes/systems,
namely selection/fitness phase and refinement ghaBee filtering phase is some kind of
breadth evaluation where the filtering criterionllvine applied on the schemes to determine
whether the scheme fits the large-scale localirationot. Then in the refinement phase, which
is a depth evaluation, the filtered systems will da@luated against the defined features of
metrics as shown in the previous section. In thgard, the schemes that perform poorly in
energy efficiency will be marked as “unfit” andgetlkfore, no need for further evaluating (i.e.
no need to apply phase two). For example, schemtmbe@uone in Table 5, namely GPS, will be
unfit and will not be handled in phase two becaokés poor performance in the filtering
criterion.

Two questions are raised here about the schemesyatains presented in Table 5:
a) What are the recommended schemes for localizatibS-WSNs?
b) What are the suggested enhancements for suemssi?

There are two promising schemes among all schem@slble 5, namely MBAL and
APIT, which can be enhanced to perform well in L&Mé. Both of them are performing well
in all metrics except the accuracy. In our prioaletion, MBAL is an outdoor distance-based
scheme that has no multi-level accuracy. Theretd2AL can be enhanced in such a way that
it provides more than on level of accuracy and hinee ability to utilize the infrastructure
indoor. This can be achieved by embedding extrevirare to utilize other methods, rather than
its RSSI method, like ToA or TDoA for better desliraccuracy. In this way, the scheme will
not use this hardware until the application requhiggh accuracy. Since mobile anchors are not
feasible indoors, MBAL should be adjusted to wavikh static anchors placed inside
buildings.

APIT provides multi-level accuracy but cannot pdevihigh accuracy due to range-free
method. The enhancement can be to focus on hylwa@khby using range-based technique like
RSSI to improve the accuracy further. For even tgreaccuracy, additional hardware is
required to utilize ToA or TDoA. Also, dense stadiachors should be deployed to maintain the
resilience and acceptable level of accuracy esiheaidoor environment.
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6 Summary and Open Research Problems

In the following subsections, a summary of this ggapnd open research problems will be
presented.

6.1 Summary

This paper surveys various existing localizatiolnesoes and systems. It provides a new
classification of these schemes and investigates dharacteristics, and challenges of
localization in LS-WSNSs. This paper also studies tbquirements of localization schemes in
LS-WSNs environment. According to these requirementll defined and suitable metrics are
designed to evaluate the performance of the egidtinalization schemes and systems in LS-
WSNs environment. Observations and suggestionsa®@ provided in the light of the
gualitative comparisons of these schemes and sgstem

6.2 Open Research Problems

Future trends of localization in LS-WSNs may in@utle following:

a) Multi-modal or hybrid localization schemes are reggdn more than before to fulfill the
requirements of large-scale environments. This aliiw using more than one technique in
the same scheme. For example, use RSSI and Toéhteva the best features in both and
have the ability to alternate between them accgrtbrthe required purpose (e.g. good level
of accuracy).

b) Study all types of errors generated by measuren@nfgopagation is very urgent these
times. Such study should provide full charactersstf various types of errors and suggest
ways and methods to control them. Thus, new idedls came up about multi-hop
localization, mobile anchor trajectory selectiord atatic anchor placement. This will be
very helpful in designing good localization scherf@darge-scale environments.

c) There is a need for a study of integrating thetaygsschemes and systems in such a way
that the best features in each of them can be futihzed. For example, good outdoor
scheme (e.g. MBAL) can be interworked with anotmetoor scheme (e.g. RADAR) to
provide indoor/outdoor localization.

d) Standardization of localization in WSNs and theb $3WSNSs is required in order to design
and measure all schemes using the same baselime.wilh simplify the procedure of
building localization systems for LS-WSNs and perfocomparisons and simulations to
assess which of them will be better for a speé&ifncl of application.

e) What is the impact of the mobility of both sensodanchor nodes on the localization
process? Which metrics in LS-WSNs will be affectesbitively, and to what extent, by
utilizing the mobility feature?
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