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On Bipartite Matching under the RMS Distance
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Abstract

Given two sets A and B of n points each in R?, we study
the problem of computing a matching between A and B
that minimizes the root mean square (rms) distance of
matched pairs. We can compute an optimal matching in
O(n?*9) time, for any § > 0, and an e-approximation in
time O((n/e)3/?1og® n). If the set B is allowed to move
rigidly to minimize the rms distance, we can compute a
rigid motion of B and a matching in O((n*/£%/2) log® n)
time whose cost is within (1 + &) factor of the optimal
one.

1 Introduction

Let A and B be two sets of n points each in R?. A
matching M C A x B is a set of n pairs of points so
that each point of A or B appears in exactly one pair.
We define the cost of a matching M to be

1/2

W)= = 37 fla -l

(a,b)eM
We also define

Weo(M) = max |la—10ll.
(a,b)eM

The minimum cost matching of A and B is

M(A, B) = arg mA}[nw(M)

where the minimum is taken over all matchings of A
and B. The bottleneck matching of A and B is

Mo (4, B) = argmj&{nwoo(M).

If we allow one of the point sets to translate and rotate,
then we define the cost of an optimal matching under
rigid motion to be

w(A,B) = min
t € R?
p € S0(2)

w(M(A, p(B) +1))
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where SO(2) is the set of all rotations in R?. We use
M(A, B) to denote the matching whose cost is w(A4, B).

The problem of aligning two point sets arises in vari-
ous areas ranging from structural molecular biology [11]
to shape registration [9] to medical imaging [7].

The Hungarian algorithm can be used to compute
M(A, B) in O(n?®) time. No polynomial-time algorithm
is known for computing M(A, B). A popular approach
for finding a good alignment between A and B under
rigid motion is the so-called iterative closest point (ICP)
algorithm [4], which alternates between finding the opti-
mal correspondence between points, and finding a rigid
motion of one point set so that the rms distance be-
tween the matched points is minimized. However, the
correspondence step in many of these algorithms aligns
many points of A to one point of B, or vice-versa. One
can, of course, use the Hungarian algorithm for the cor-
respondence step.

There has been some work on computing a Fuclidean
minimum weight matching between A and B in which
the cost of matching is the average length of an edge.
Agarwal et. al. [1] developed an O(n?*°) time algo-
rithm, for any é > 0, to compute a Euclidean minimum
weight matching. Faster approximation algorithms are
presented in [10, 3].

Cabello et. al. [5] compute the Earth Mover’s Dis-
tance between A and B, where each point has a weight
and the Euclidean minimum weight matching is calcu-
lated aligning each fractional unit of this weight. When
B is allowed to move rigidly and the total weight of A
and B are the same, a matching can be computed in
O((n"/? /€9/2)10g® n) time whose cost is within (1 + &)
factor of the optimal cost.

In this paper we present exact and approximation
algorithms for computing M(A, B) and an approxima-
tion algorithm for computing M(A, B). More precisely,
we can adapt the algorithm in [1] to compute M(A, B)
in O(n?*9) time for any 6 > 0, and the algorithm in
[10] to compute an approximation of M(A, B) in time
O((n/€)?/?1og°n). Finally, we describe an algorithm
to compute a matching of A and B and a rigid mo-
tion t, p so that the cost of M(A, p(B) + t) is at most
(1+¢e)w(A4,B).

2 Computing M(A, B)

Agarwal et. al. describe an O(n?*9) time algorithm for
computing the Euclidean minimum weight matching.
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Their algorithm basically implements the Hungarian al-
gorithm but exploits geometry to expedite the running
time. It uses a dynamic data structure for comput-
ing the nearest neighbor of a query point in a weighted
point set under the Euclidean distance function. This
is the only place where it uses geometry. Their data
structure can be adapted to handle squared Euclidean
distance without affecting the asymptotic query and up-
date time. Omitting all the details, we conclude the
following.

Theorem 1 Let A and B be two sets of n points each
in R2. M(A, B) can be computed in time O(n?*9) for
any 6 > 0.

Next we describe how we can adapt the algorithm in
[10] to compute, in time O((n/e)3/?log® n), a matching
M of A and B whose cost is at most (1 + £)u, where
p = w(M(A, B)).

We compute M (A4, B) using the algorithm in [6].
Let oo = woo (Moo (A, B)). A simple calculation shows
that peo/vn < 0 < fico. Let dmax = woo(M(A, B)).
Then fico < dmax and dmax/v/1 < 0 < dpax. Set v =
Mool /8.

Lemma 2 Let (a,b) be an edge of M(A, B), and let
d = |la — || be its length. Then

(d+7)* < d*+3e-u?/8.
Proof. Using the fact that v < piso < dmax

2d'7 + '72 S 2dmax7 + '72 S 3dmax e

HooE €
< 3 (—) <3 N
< 3uv/n o) = (pv/n) W
< 3ep?/s,
which proves the lemma. O

Let G = {(iv,jv) | ¢,7 € Z} be a uniform grid. For a
point p € R?, let p € G be the point nearest to p. Let
A={(a|ae A) and B = (b| b € B) be multisets of n
points each. Let M = {(a,b) | (a,b) € M(A, B)} be a
matching of A and B.

Lemma 3 w(J\/Z) <(1+e)p.

Proof. Lemma 2 implies that
1/2
1 .
=Y lla-blP

n

(a,b)eM(A,B)

IN

144

Lemma 2 can also be used to show that

w(M) (1+3¢/8) - w(M(A, B))
(1+3¢/8)%u < (1+¢e)u.

IA A

O

We now describe an algorithm for computing an e-
approximation of M(A, B) following the approach in
[10]. For a briefer exposition let us assume that all
points in A U B are distinct, though, this assumption
is not necessary. We scale A and B, in O(nlogn) time,
so that the closest pair in AU B is at distance 1. Af-
ter scaling, the length of the longest edge in M(A, B) is
dmax - 81/ (loog) < 813/2 /c. We can assume ¢ > 1/y/n
because otherwise we can simply compute M(A, B).
Hence, the length of the edges in J\/[(A B) are in the
range [1 8n?]. We call all pairs (a,b) € A x B such that
lla — b]| < 8n? the interesting pairs; we ignore the rest.

Let » > [1/y/€] be an even integer. For 0 <[ < r,
let u; = (cos(27l/r),sin(27l/r)) € S* be a unit vec-
tor, and let W; be the edge formed by u; and w;1.
P = conv(ug,...,ur—1) is a regular, centrally symmet-
ric convex r-gon. The Minkowski metric, dp(-,-), in-
duced by P approximates the Euclidean metric, i.e., for
any a,b € R?,

lla = ]| < dp(a,b) < (1+e¢)lla—b|.
As in [10], by setting k = log,,.(8n?), we compute a
family
F=U% 5 ={A, B, (A, Bu)}

i<k

where (i) A; C A, B; C B, (ii) for every interesting pair
(a,b) € A x B, there is exactly one j < k and exactly
one i < u such that @ € A; and b € B; and (AZ,B)
F;, and (iii) for any (a, b) € A; x B; and (4;,B;) €
F;, (dp(a,b))? € 3;, where J; = [(1 + &)=, (1 + ¢)].
For each distance interval Ji and each wedge W;, we
build in O(nlog®n) time a 3-level range tree Tj; on B,
which stores B as a family B;; of O(nlog®n) canonical
subsets, that for a query point a € R? can report all
points b € B, as a set ®;;(a) of O(log®n) canonical
subsets, that satisfy (i) b € Wi+a and (ii) dp(a,b) € J;,
ie,be ((1+e)P+a)\ ((1+¢c)"*P+a). The first
(resp. second) level of Ty is built along direction u;
(resp. u;i+1), and the third level is built along w;u;; 1.
We query the above structure for each a € A. For each
B; € B, we define A; = {a € A| B; € ;i(a)}.
Finally we set

37j = U{(Az;Bz) | Bi S 3jl}-
1
By construction [J;| = ZBiegﬂ(|Ai| + |Bi|) =

O(1/1/€) - O(nlog®n). Therefore |F| = O(k - (n/\/) -
log®n) = O((n/e3/?) - log* n).
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Finally, exploiting the structure of F, Varadarajan
and Agarwal [10] show that one can compute in time
O((n/€)?/?10g" n) a matching M of A and B so that

w(M) < (14¢)-wM(A, B)).

Theorem 4 Let A and B be two sets of n points each
inR?, and let € > 0 be a parameter. We can compute in
time O((n/€)*/?1og® n) a matching of A and B whose
cost is at most (1 +¢) - w(M(A4, B)).

3 Matching under Rigid Motions

In this section we describe an approximation algorithm
for computing M(A, B). We first consider the transla-
tion. Let @ = ) ., a/n denote the centroid of A, and
let b denote the centroid of B. Let Q : A — B be a
map. It is well known that

: 2
{g&g%lla Q(a) —t|]
is attained when t = a — > ., Q(a)/n. If Q is bi-
jective, ie. {(a,Q(a)) | a € A} is a matching, then
> aea@a)/n = b. Let @ : A — B be the bijec-
tive map corresponding to the matching that attains
mingcgz M(A, B +t). Then by the above argument,

mtinw(M(A,B—l—t)) = %Z||a—@(a)—d—|—l_)||2
acA
= wM(A,B+a—b)).

Hence, in order to compute M(A, B), we first trans-
late B so that the centroids of A and B are aligned
by @ — b, and then rotate B around their common cen-
troid to minimize the cost of matching under rotation.
Note that computing M(A, B) is now a one-dimensional
problem.

With a slight abuse of notation we use B to denote
the point set B after it has been translated. We thus
have two point sets A and B with a common centroid,
say the origin O, and we wish to compute

“(A.B) = min w(M(4.p(B))

and the rotation p that attains the minimum. Let

(A B) = min wo(M(4.p(B))).

We first compute a 2-approximation of we. (A, B) and
then use this value to compute an e-approximation of
w(A, B) and a matching corresponding to this value.
For an angle # € S' and for a point p € R?, let py
be the position of p after being rotated with respect to
O by angle 0 in the counterclockwise direction. For a
point set X C R? let Xy = {py | p € X}. Note that

there is an equivalence between any angle § € S' and a
particular rotation p € SO(2), and vice-versa.

Let A > 0 be a parameter. We describe an algorithm
that decides whether wo (A, B) < A. For a pair (a,b) €
A x B, let O4 C S' be the set of angles 6 such that
[la — bo|| < A; Ogp is an angular interval (see Figure
1). Let ® = {(¢p,...,¢u), u < 2n?, be the sequence of
endpoints of the intervals O, (a,b) € A x B, sorted
in counterclockwise direction. For € S', let Gy =
{(a,b) € Ax B | |la—bg|| < A}. By construction, Gy is
the same for all angles in a range (¢;, ¢;+1), which we
denote by G;. Note that wo (A, B) < A if and only if
at least one of the G; has a perfect matching.

Figure 1: Geometry of interesting angular intervals
shown for points ¢ within A of b.

By using a disk range searching data structure [2], G;
can be represented implicitly using O(n4/ 3logn) edges,
and this representation can be computed within the
same time bound. We can then compute a matching in
G; in time O(y/n - n*/3logn) = O(n'*/logn) time [8].
Repeating this step for all 0 < i < u, we can determine
in O(n?*/61logn) time whether w.. (A, B) < A.

Lemma 5 Let A and B be two sets of n points each
in R2.  For a given A > 0, we can determine in
O(n*¥/%logn) time whether wao (A, B) < A.

Remarks.

1. Since G; and G;y; differ by a single edge,
we can probably improve the running time to
O(n'%/31og®n).

2. If the distance between two points are computed
in Leo- or Ly-metric, the running time can be im-
proved to O(n"/?logn), which can probably be
improved further to O(n?log®n) time.

By performing a binary search and using the above
decision procedure we can compute a c-approximation
of weo (A, B), for any constant ¢, in time O(n?3/%logn).
However, observing that da(z,y) < V2-ds (2, y) for any
z,y € R?, and using Remark (2), we can compute a 2-
approximation of wa (A, B) in time O(n"/?poly log(n)).
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Lemma 6 Given two sets A and B of n points each in
R2, we can compute a 2-approzimation of weo(A, B) in
time O(n"/?poly log(n)).

We are now ready to describe an e-approximation al-
gorithm for computing w(A, B). We compute a quan-
ity floo < 2woo(A, B) < 2[is, using Lemma 6. Let
v = Hieot/(8n). We fix a point b € B. For a point
a € A, let 0, = argming||a — bgl|, i.e. the ray (T@(:
passes through a. Set v = 2sin™(v/(4||b — O|)). Let

\I/a: {djz:ea_"lv |ZE [_’74//1?00\/5/7]7[4ﬁ00\/ﬁ/7‘|]}’

U= |0,

acA

U] = 0(n*?/e),

as shown in Figure 2. For each v € ¥, we compute
in O((n/e)*/?1og® n) time a matching My, of A and By,
such that w(My) < (1 + ¢/2)w(M(A4, By)) and return

the one with the minimum cost.

1
S Vo
eaz

as
,o
- ? \I’az

Figure 2: Sampling of S! to align ay, as, or az with b.
V.., ¥,,, and ¥, are marked on S'.

Lemma 7 wmigw(A,Bw) <(1+¢/2) - w(A,B).
€

Proof. Observe that i /(2v/n) < w(A, B) < [ieo and
that the length of the longest edge in M(A, B), denoted
by dmax, 1S in the range [fiso, fiooy/n]. Consider (a,b) €
M(A, B). Let 6y = argminges: w(M(A, By)) be the ro-
tation corresponding to the optimal matching M. Since
||a - b90|| < //ZOO\/E and ||b1/h - bwi+1 || = /2, then there
must exist a ¢ € ¥ such that ||by — bg,|| < v/2. This
condition holds for all b € B for v, thus using Lemma 2
we can bound the total error w(A4, B) —w(M(A4, By)) <
e/2-w(A, B). O

We thus compute a (1 + €/2)-approximation match-
ing of A and By, for each ¢ € ¥ and return the match-
ing with the minimum cost. By Lemma 7, it is an e-
approximation of w(A, B).

Theorem 8 Let A and B be two sets of n points each
in R?, and let € > 0 be a parameter. We can compute
in time O(n*/e%/?1og® n) time, a matching of A and
B (using rigid motion) whose cost is at most (1 + ) -
w(A, B).
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