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A Simple Streaming Algorithm for Minimum Enclosing Balls

Hamid Zarrabi-Zadeh*

Abstract

We analyze an extremely simple approximation algo-
rithm for computing the minimum enclosing ball (or
the 1-center) of a set of points in high dimensions. We
prove that this algorithm computes a 3/2-factor approx-
imation in any dimension using minimum space in just
one pass over the data points.

1 Introduction

Given a set P of n points in d dimensions, we consider
the problem of finding the smallest ball containing P.
This is one of the most fundamental and well-known
problems in computational geometry, having many ap-
plications.

The problem under consideration is an LP-type prob-
lem with combinatorial dimension d+1 [11] and can thus
be solved exactly in O(d?@n) deterministic time [5], or
O(d?n +20Wdloed) expected time [6, 9]. In particular,
when d is fixed, the running time is linear.

In this paper, we focus on the case when d may be
large. We are interested in faster approzimation algo-
rithms that avoid the exponential (or superpolynomial)
dependency on the dimension. Furthermore, we are
interested in algorithms that operate under the data
stream model, where only one pass over the input is
allowed and the algorithm has only a limited amount
of working storage. (We assume here that one unit of
space can hold one coordinate of a point.) This one-
pass streaming model is attractive both in theory and
in practice due to emerging applications involving mas-
sive data sets, since the entire input need not be stored
and can be processed as elements arrive one at a time.
For example, see Muthukrishnan’s survey [10] on the
growing literature on streaming algorithms.

In high dimensions, Badoiu and Clarkson [2] (fol-
lowing Badoiu et al. [3]) have given an elegant algo-
rithm that can compute a (1 + ¢)-approximation to
the minimum enclosing ball in O(nd/e + (1/¢)%) time.
Although this algorithm requires only O(1/e) working
space, when viewed in the streaming model, it requires
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more than one pass—specifically, [2/e] passes. In fixed
dimensions, there is a simple (one-pass) streaming al-
gorithm that computes a (1 + ¢)-approximation to the
minimum enclosing ball using O((1/¢)%/2]) space (in
O((1/¢)14/21n) time). Namely, the algorithm just keeps
track of the extreme points along O((1/¢)L%/2]) direc-
tions.

There are also known streaming results for other ge-
ometric optimization problems, in both low and high
dimensions. For instance, in fixed dimensions, Agar-
wal et al. [1] have given streaming algorithms that com-
pute (14 ¢)-approximations to the width, the minimum
enclosing box, the minimum-width enclosing annulus,
and related measures, all using O((1/£)°@ 1og®@ )
space. Chan [4] has improved the space complexity to
O((1/e)°@). In high dimensions, there is a trivial 2-
approximation streaming algorithm for the simpler di-
ameter problem, using O(d) space. For this problem,
Indyk [8] has improved the approximation factor to any
constant ¢ > /2, using O(dn'/(’~1 logn) space with
high probability. His technique does not seem to yield a
result for minimum enclosing ball though; in any case,
a “constant” space bound independent of n would be
much more desirable than sublinear space. For the min-
imum enclosing cylinder problem in high dimensions,
Chan [4] has given a streaming algorithm with any fixed
approximation factor ¢ > 5 using O(d) space.

For minimum enclosing ball in high-dimensional data
streams, the only known result we are aware of is the
trivial 2-approximation algorithm that picks an arbi-
trary input point ¢ as the center of the ball and sets the
radius of the ball to be the distance of the farthest point
from c. In this paper, we show how to improve this con-
stant factor. We analyze a simple one-pass streaming
algorithm for minimum enclosing ball and prove that it
achieves approximation factor 3/2. Our algorithm uses
O(d) time per point and just O(d) space. In fact, it
uses the “minimum” amount of space possible—at any
time, it maintains a single ball, and nothing else. Our
algorithm is arguably the simplest algorithm that uses
the minimum amount of space.

2 The Algorithm

Without further ado, here is our algorithm in its en-
tirety, which returns a ball B enclosing P:
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B«
for each point p in the input stream P do
if p is outside B then
B « the smallest ball enclosing B and p

Despite the utter simplicity of this algorithm, the
analysis of its approximation factor seems nonobvious
and, to our knowledge, has not been studied before.

An example of the execution of the algorithm on a
point set in two dimensions is illustrated in Figure 1.

Figure 1: An example.

To aid in the analysis (and implementation), we men-
tion exactly how the coordinates of the ball B can be
calculated in line 4. Let p; be the input point causing
the i-th update to B, and let B; be the value of B af-
ter its i-th update. We denote the center point and the
radius of B; by ¢; and r;, respectively.

Initially, we set rg = 0 and ¢y = pg, where py € P is
the first input point. Letting §; = %(sz —ci—1|| —ri-1)
(i.e., half the distance of p; to B;_1), we have

r, =11+ 51 and ||01 — Ci_1|| = 51

As ¢; lies on the line segment from ¢; _; to p;, the second
equation implies that ¢; = ¢;_1 + ”p_jﬁ@i —¢i—1).

Remark. The above equations imply the following inter-
esting property concerning the trajectory of the center
points ¢y, ..., ¢; (the path shown in dashed lines in Fig-
ure 1): the total length of this trajectory is exactly equal
to the last radius r;.

3 The Analysis

In this section, we prove an upper bound of 3/2 on the
approximation factor of our algorithm. The proof is not
long but is tricky and involves a clever invariant. We
first recall one known geometric fact.
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Lemma 1 If two chords intersect inside a circle, then
the product of the segments of one chord equals the prod-
uct of the segments of the other chord.

A

Figure 2: On Lemma 1.

Proof. Let O be the intersection point of the two
chords AB and CD. The two triangles AAOD and
ABOC are similar. Therefore % = %, and hence
|AO||BO| = |CO||DO|. O

Theorem 2 Given a set P of n points in d dimen-
sions, the algorithm in Section 2 computes a 3/2-
approzimation to the minimum enclosing ball of P in
O(dn) time and O(d) space.

Proof. Let B* be the minimum enclosing ball of P, of
radius r*. Let p;, ¢;, and r; be as defined in Section 2.
The p;’s lie inside B*, and so are the ¢;’s (as one can
see easily by induction, due to the convexity of B*).
For each i > 0, consider the chord of B* which passes
through ¢;—; and p; (which passes through ¢; as well).
The point ¢; splits this chord into two segments, one
containing ¢;_; and the other containing p;. Let a; be
the length of the former segment and b; be the length
of the latter segment. The key to the whole proof lies
in finding the right invariant, which turns out to be the
following:

Claim. 7"1-2 < 3a;b; for all i > 0.

Proof. We prove by induction on i. The base case fol-
lows immediately because ai,b; > 71 (since ¢p is the
midpoint of pg,p1 € B*).

Figure 3: From step ¢ — 1 to step 1.
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Now, suppose that 72 ; < 3a;_1b;—1. By applying
Lemma 1 (to the intersection of B* with the plane
through ¢;_1, p;—1, and p;), we have

:)(bi + 04). (1)

aj—1bi_1 = (ai -

A chain of algebraic manipulations then (magically)
yields the claim:

3a;b; = 3(“Lb‘1 +61-> b (by (1))

> ( b+ 0,
(

) (by hypothesis)

19
m+6+3>

(as b; > r; and z/(:c + 9;) is increas. for x > 0)

( +35>
<r +6n—|—452>
= 7‘2-

r; + 0
> ri 0

The proof of the theorem is now straightforward.
W.lo.g., assume that r; > r*. Clearly, a; + b; < 2r*.
So,

’I"iQ < 3a;b; < 3(27“* — b,‘)bi < 3(27“* — T‘i)m,

as b; > r; and (2r* — z)z is decreasing for z > r*. Thus
r; < 3(2r* — r;), which means that r; < 2 for all
1> 0. O

4 Lower Bound

In this section we show that the analysis from Section 3
is essentially tight by providing a lower bound example
for which our algorithm produces an enclosing ball with
a radius close to 3/2 times the radius of the minimum
enclosing ball.

Our example composed of n points equally spaced on
the boundary of a unit circle. Obviously, the radius
of the minimum enclosing ball for this point set is 1.
As n goes to infinity, the trajectory path produced by
the algorithm approaches a curve (like what is shown
in Figure 4 for n = 6 and n = 12), whose length can
be described using some differentiate integral equation.
This curve seems interesting in its own right, though
we are unable to find any previous work or information
about it. The resulting function is quite complicated
and solving it seems to be very hard. We have numer-
ically calculated the length of this curve (as a discrete
path) for different values of n. The numerical results,
presented in Table 1, shows that for large values of n,

Figure 4: A lower bound example and an interesting
curve.

| point set size || trajectory length |

10 1.39426
100 1.48955
1000 1.49895
10000 1.49989
100000 1.49998

Table 1: The lower bound example.

the length of the path becomes very close to 1.5. (It is
a routine exercise to confirm formally that the limiting
curve exists, with length converging to precisely 3/2.)

We can also prove the following lower bound on the
approximation factor of any algorithm that uses the
same amount of space as our algorithm does.

Theorem 3 There is a lower bound of (1 + v/2)/2 ~
1.207 on the approzimation factor of any deterministic
algorithm for the minimum enclosing ball problem that
at any time stores only one enclosing ball and nothing
more.

Proof. Let A be such an approximation algorithm.
The adversary gives a sequence of points in the plane.
Let p1 = (0,1) and py = (0, —1) be the first two points
provided by the adversary, and let B be the ball pro-
duced by A to enclose {p1,p2}. It is clear that B
contains at least one of the points ¢1 = (—1,0) and
g2 = (1,0). Suppose w.l.o.g. that B contains ¢;. The
adversary then gives the point p3 = (1 + v/2,0). Now,
A knows that all points given so far are enclosed by B,
but for all points enclosed by B, it cannot remember
which ones (in particular, ¢; € B) have been parts of
the input. Therefore, the updated ball after receiving
p3 must also enclose ¢;. So, the radius of the ball must
be at least 3|[ps —q1]| = (2 + v/2). However, the point
set {p1,p2,ps} can be optimally enclosed by a ball of
radius /2. Hence, the approximation factor of A is at

least —(2—1—\/_) 1(1+V2). O
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5 Open Problems

In this paper, we have provided a very simple (and thus
highly practical) one-pass algorithm that computes a
3/2-approximation to the minimum enclosing ball of a
set of points in any dimension. Our algorithm is sim-
ple enough to easily replace the well-known naive 2-
approximation algorithm, which is the only previously
known one-pass algorithm working in high dimensions.
Our algorithm can be regarded as a solution to a re-
stricted on-line version of the minimum enclosing ball
problem; Section 3 can be viewed as a competitive anal-
ysis of an on-line algorithm.

Many open problems remain. For example, is 3/2
the best possible approximation factor among one-pass
algorithms that use the “minimum” amount of space
(i.e., can Theorem 3 be strengthened)? What is the
best approximation factor among one-pass algorithms
that use O(d) space, or more generally, d°(!) space?
Can we get still better factors for minimum enclosing
ball using sublinear (o(n)) space, perhaps by adapting
Indyk’s technique for the diameter problem [8]?

The same questions can also be asked for algorithms
with two passes, three passes, and so on. As our work
shows, Badoiu and Clarkson’s [2/¢]-pass algorithm [2]
is not necessarily the best possible result. For example,
we can consider the following two-pass strategy that in-
vokes our algorithm twice. Let ¢y and ry be the radius
of the enclosing ball after terminating the first pass. We
then use the same algorithm for the second pass, except
that we start with a ball centered at ¢ with radius 7.
Experimental results seem to suggest that the approxi-
mation factor obtained by this two-pass algorithm is at
most 1.4, at least for the bad example from Section 4.

Similar questions are open even for the diameter prob-
lem. For example, there is a simple two-pass diameter
algorithm [7] that gives v/3 factor with O(d) space. We
do not know if this is the best two-pass algorithm with
O(d) space, or what is the best three-pass algorithm.
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