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Perceptron Convergence Theorem

• The theorem states that for any data set which 
is linearly separable, the perceptron learning 
rule is guaranteed to find a solution in a finite 
number of iterations.

• Idea behind the proof: Find upper & lower 
bounds on the length of the weight vector to 
show finite number of iterations.
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