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ABSTRACT
Simulation plays a considerable role in validating Cyber-
Physical Systems (CPSs) as it substantially reduces the costs
and risks in the design-testing cycles. Reliable simulations,
however, mandate realistic modeling for both the cyber and
the physical aspects. This is especially the case in various
networked mobile CPSs (e.g., excavation robots and vehicu-
lar networks), where costs and risks may become substantial.
Our interest in this work is to briefly survey how mobility is
modeled in state-of-the-art network simulators. The survey
considers representative models commonly used in the liter-
ature, their enhancements, and their persisting limitations.
It also reports on some recent attempts to integrate network
simulators with physical modeling environments.

1. INTRODUCTION
Credibility in network simulators (e.g., ns-3 [17] and OP-

NET [20]) owes much to their maturity in processing net-
works of various scales, structures, protocols and interfaces.
Such simulators are commonly based on an event-driven
structure, which lends itself to a reasonable set of optimiza-
tions for time and accuracy. Within the context of wireless
networks, considerations need to be made for the specific
aspects of the wireless communication medium and mobil-
ity — both of which are continuous-time phenomena, and
which need careful modeling to ensure simulation reliability.

Earlier efforts on modeling mobility can be found in works
analyzing the performance of cellular networks [10]. Such
models, commonly characterized as being“macroscopic”, were
not concerned with the specific location of a mobile node,
but rather the vicinity (specific cell or sector) within which
the node lies. Models were hence reduced to a queuing-based
view of the cellular network landscape where nodes either
reside at a specific cell or move between cells at certain as-
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sumed rates, essentially creating a birth-death process. This
level of detail sufficed the (capacity limited) nature of cel-
lular networks at the time, when resource allocations were
made either in time or frequency, and the specific effects of
node location can be safely ignored.

Interest in“microscopic”mobility where the coordinate lo-
cation of a node is computed began to rise toward the end
of the 1990s, mainly due to a resurging interest in mobile ad
hoc networks (MANETs). Communications in MANETs do
not go through a central, controlling node such as an access
point or base station, but are rather made directly between
nodes. Evaluation of a MANET protocol thus heavily relied
on knowing where a node is at, in turn resulting in the in-
troduction of a plethora of mobility models. Among these
models are the Random Waypoint and the Reference Point
Group Mobility (RPGM) models [8] (explained in Section
2), which are popular in mainstream network simulators.

The role of microscopic mobility models became more
important as the evolution of cellular networks led to a
paradigm of “interference limited” allocations where net-
work capacity became directly related to where the mobile
node was at, and the data rate at which it is transmit-
ting. This was more the case as cellular networks shifted
from connection-oriented operation to a datagram-centric
one, and as cell size (i.e., a cell’s coverage area) was sub-
stantially reduced, especially in urban areas. Meanwhile, the
introduction of location-based services meant that mobility
modeling also mattered in simulated service evaluations.

Today, efforts continue to generate realistic mobility in
modeling wirelessly networked cyber- physical systems (CPSs),
where physical behavior is related to both the data exchanged
and the nodes’ surrounding physical context. Examples
of such systems can be found in Vehicular Ad Hoc Net-
works (VANETs), where serious stakes depend on inter-
vehicle communications and communications between vehi-
cles and road-side infrastructures, significantly depending
on vehicle location and speed. Similar emphasis can also be
found in analyzing networked robotics and swarms. Increas-
ingly, the importance of realistic mobility modeling has led
to integrated simulation environments.

In this work we offer a survey on microscopic mobility
models that have been used in network simulators. We aim
at highlighting the advantages and disadvantages of the dif-
ferent models, especially the impact of the mobility model
choice on the correctness of network simulation. We also
review representative integrations targetting application do-
mains such as VANETs and networked robotics.



2. OVERVIEW OF MOBILITY MODELS
A mobility model should be capable of generating vari-

ous realistic mobility behaviors, including changes in speed
and direction. Mobility models can be generally categorized
into two categories: trace-based and synthetic. Trace-based
models are essentially data collected from real networks used
to dictate the movement of nodes in the simulation. Such
models do offer realistic mobility, but do not allow for re-
active simulations, and may be hard to attain. Synthetic
mobility models, on the other hand, compute the mobility
based on predefined settings, and respond to changes in the
simulated environment.

Generally, synthetic models can be classified based on ran-
domness in speeds and directions or destinations, temporal
dependency of velocity, and whether geographic obstacles or
restrictions exist. As well, some models also capture group
mobility [2].

2.1 Random Entity Mobility Models
One class of mobility models is based on random move-

ments of mobile nodes. In this class, each node is assigned a
random speed and either a random direction or destination.
Attributes assigned to one node are independent from those
assigned to all other nodes in the simulation. Two popular
random entity mobility models are the Random Waypoint
and the Random Walk mobility models [2].

In the Random Waypoint model, random destinations in
the simulation area are selected for each node. Each node
then travels to the selected destination at a random speed
selected uniformly from a predefined range of speeds. When
a node reaches its destination, it pauses for a predefined pe-
riod of time, then selects a new random destination. This
process continues until the end of the simulation. The be-
havior of nodes using the Waypoint model can be tuned
by adjusting parameters such as minimum and maximum
speed, and pause time.

The Random Walk mobility model is a variant of the Ran-
dom Waypoint model. In this model, each node selects a
random direction from a predefined range of directions, in-
stead of choosing a location in the simulation area. The
node moves in the selected direction for a specified period of
time or a specified distance, then it chooses a new direction
without resting before traveling in the new direction. If a
node reaches the boundary of the simulation area, the node
is reflected back to the simulation area.

A particular phenomenon that was observed in the Ran-
dom Waypoint is the high probability by which nodes con-
verge to the center of the simulation area as the simulation
progresses. This phenomenon is called “density waves”. A
mobility model called the Random Direction [24] reduces
these density waves by making nodes travel in the selected
direction to a selected destination on the boundary. Instead
of bouncing, nodes pause for a short period of time, then
have a new direction chosen for them towards the center.

2.1.1 Handling Geographical Constraints
Some models take into account geographic restrictions and

obstacles in order to simulate situations that take place in
urban areas, or areas that involve physical obstacles in the
environment. In such models, however, geographical con-
straints are handled by limiting node mobility to fixed paths
– an assumption that can be justified given that much street
or in-building mobility is path-constrained. The Pathway

model [28], for example, is a graph-based model that mimics
the map of a city. Vertices of the graph represent buildings
while streets are represented by edges. Initially nodes are
placed on random vertices. Nodes then move continuously to
random destinations (buildings or vertices) using the short-
est path available through the graph. The movement in-
volves pauses for short intervals upon reaching a destination
and before moving to a new random destination. Another
example can be found in the City Section model [3, 25] (also
called the Manhattan Grid Model), which limits node mo-
bility to a rectangular grid that represents streets within an
urban area. In this model, nodes move on the street accord-
ing to predefined traffic laws such as speed limits. Similar to
the Pathway model, nodes also move to random destinations
using the shortest path available, and stop temporarily at
destinations.

A model that captures changes in both mobility trajec-
tory and the wireless communication channel is the Obsta-
cle mobility model [9]. It does so, however, by employing
several realistic movement patterns in the simulation area.
The simulation field consists of a set of obstacles (buildings)
and a pathway graph connecting them. Obstacles has an
effect on trajectories of nodes as well as on the radio chan-
nel. Pathways between obstacles are computed prior to the
simulation to allow movement between and through build-
ings. Additionally, radio transmission is blocked completely
by obstacles. Once a destination (building) is selected for a
node, a travel path is chosen along the graph edges according
the shortest path possible. Upon reaching the destination,
nodes pause for a period of time and select a new destina-
tion, performing a continuous process.

2.1.2 Models with Temporal Dependency
The aforementioned mobility models, especially random

entity models, can be commonly found in mainstream sim-
ulators such as GloMoSim [6], OPNET [20], ns-2 [16] and
ns-3 [17], or can be available through their extensions. The
models, nevertheless, suffer from several drawbacks that af-
fect the accuracy of the simulation. For instance, nodes
in Random Waypoint and Random Direction undergo un-
realistic movements such as taking sharp turns and sudden
stops (i.e., without any deceleration) [1]. Memorylessness
is also a common characteristic in such models, whereby
no correlation or dependence is enforced between consecu-
tively assigned speeds. Several models have been proposed
to overcome these drawback, including the Gauss-Markov
and Smooth Mobility models described below.

The Gauss-Markov model [14] introduces temporal depen-
dency of nodes’ velocity by having the velocity of a node at a
certain time period depending on the velocity at the previous
time period [14]. The model further incorporates a tunable
memory level parameter for adjusting the randomness of the
model in order to be able to produce various simulation sce-
narios. The value of the parameter determines the degree of
which the new velocity is dependent on the previous velocity
or a randomly generated value.

The Smooth Mobility model [1] is another model that uti-
lizes temporal dependency. The model targets the prob-
lem of sharp turns and sudden accelerations by introducing
smooth increments of speeds and direction change. Both
velocity of nodes and direction are affected by previously
used velocities and directions. This smoothing more closely
matches more realistic movement with respect to speed, ac-



Figure 1: The movement of a group in RPGM

Figure 2: Possible configurations of the Column model

celeration and direction change. This behavior can be ad-
justed by modifying two parameters: the acceleration rate
and the maximum allowed direction change in a period of
time [1].

An important aspect of utilizing a mobility model for val-
idation is how long it maintains specific evaluation criteria.
Controlling average speed distribution or average longest
distance covered becomes of particular importance in cer-
tain scenarios, e.g., where handover protocols are evaluated
in cellular networks. An evaluation of steady-state charac-
teristics of the Random Waypoint model was made in [1].
It was found that nodes in Random Waypoint have a ten-
dency to cluster at the center of the simulation area as the
simulation progresses. Suggestions were also made in [1] to
alleviate the effects of this behavior.

2.2 Group Mobility Models
In the models described above, nodes move independently

from each other and do not capture instances where a group
of nodes can change their mobility, for example, following
some leader node or in response to the movement of an ex-
ternal entity. To this end, group mobility models capture
the behavior of nodes that work in some form of coopera-
tion. Generally, a group model allows for two movements,
a movement of the group collectively, and movements of in-
dividual nodes within the group. Models such as Random
Walk are utilized for individual node movements. The Ref-
erence Point Group Mobility model (RPGM) is a model that
works in this manner, which allows for various group mobil-
ity patterns including column, nomadic, and pursue mobility
[8, 26]. Such patterns have direct applications in simulating
scenarios involving rescue, sensing and tracking, and mili-
tary operations.

In RPGM, the movement of the group is directed by a
central point to the group, a “logical center” that determines
the path the group takes, as well as the speed, acceleration,
and direction. Moreover, each node is paired with a ref-
erence point that follows the movement of the center. Ini-
tially, nodes are uniformly distributed within a certain range
around the central point. Nodes are also placed around their
reference points. As the group advances towards the goal,
the reference points advance, and each node follows its refer-

ence point and then moves around it according to a random
entity model. Accordingly, the central point defines the tra-
jectory of the group as a whole (either random or predefined
path), while reference points define the movements of indi-
vidual nodes around their reference points within the group.
Figure 1 shows the placement of nodes around their refer-
ence points as they move from one location to another. This
model is designed to produce various scenarios that involve
multiple groups if provided proper combination of parame-
ters [8].

In column mobility, nodes form a straight line, which can
have any angle with respect to the direction in order to
form a line of nodes either standing side by side facing the
goal, or behind each other (like a waiting queue). Figure
2 shows possible configurations of this model. Each node
in the group has a reference point where the node can move
around it according to a random entity mobility model. Ref-
erence points advance towards the destination direction at
each time step, which leads each node to update its location
around its reference point. Meanwhile, in nomadic mobility
nodes move together from one place to another as a sin-
gle group, sharing the same reference point, with each node
moving around the reference point as dictated by a ran-
dom entity model. Finally, nodes in pursue mobility track
a leader node but has their mobility dictated by a random
entity model to the pursued node to maintain a degree of
randomness.

3. IMPACT OF MOBILITY ON
PERFORMANCE EVALUATIONS

Increasing interest in reliably simulating MANETs mo-
tivated the distinct efforts made in [23, 2]. The element
goal of any network simulation is to test various aspects in
an environment that, as much as possible, matches practical
deployment and operation. In these two works, the choice of
mobility model was shown to have a non-negligible effect on
the results. Affected performance metrics included energy
consumption, routing overhead, path length (hop count)
traveled by the packets, end-to-end delay, and packet deliv-
ery rate. Intuitively, faster movements increase energy con-
sumption — not only for energy expended in mobility, but



also in packet re-transmissions. Indeed, a frequent change
of network topology affects packet delivery due to broken
links as a pair of nodes grow distantly apart. A node’s sur-
roundings (movement or communication obstacles), directly
dependent on the node’s location, also affect simulation re-
sults [23].

The work in [2] also examines the effect of mobility model
choice. In [2], the Random Waypoint model is shown to
result in a high packet delivery rate and low end-to- end
delay and hop count due to the model’s density wave phe-
nomenon. Meanwhile, and for the same set of protocols
evaluated, choosing the Random Direction model results in
higher hop counts and end-to-end delays, but a low packet
delivery rate. The difference in the results from those of the
Random Waypoint was largely attributed to the border ef-
fect utilized in the Random Direction model, as this function
eliminates the density wave phenomenon.

Other studies have been presented within the MANET
contexts, but the two noted here suffice to highlight the
serious consequences of selecting one mobility model over
the other. These consequences are not alleviated by a pas-
sive conformity in selecting a specific model for most perfor-
mance evaluations. At the same time, the models discussed
thus far, including the smoothed models, still lack in rep-
resenting a natural mobility environments — the need for
which has increased substantially when considerations for
aspects such as actuator qualities, terrain changes, impacts,
and driving patterns have to be made.

The need for careful selection is not limited to mobility
models. In many simulations for wireless mobile networks,
accurate modeling needs to involve both mobility and the
wireless channel. The effect of using a more accurate channel
model on the formation of a group of networked autonomous
robots was studied in [15]. The work evaluated the impact
on packet drops and network topology in a field with obsta-
cles. The scenario involved robots following a leader that has
a predefined path, and where follower robots are expected
to avoid obstacles in the field to maintain good communi-
cation channels. In such a setting, dropped packets directly
influence the robots’ movements made to better end-to-end
communication. To demonstrate the effect of accurate chan-
nel modeling, the authors utilized Matlab for computing the
channel conditions instead of utilizing the network simula-
tor’s own computation. Considerable variations in the re-
sults were shown to result from the choice of the channel
model.

4. MODELING MOBILITY FOR VANETs
AND NETWORKED ROBOTICS

Simulating networks of wireless networked CPSs requires
careful attention, if only for the possibly sizable human and
monetary assets at stake. In what follows, we focus on
how mobility is modeled for two specific CPS applications,
namely VANETs and networked robotics. In both these ap-
plications, the specific coordinate location of the CPS may
have non-negligible consequences. In the example noted
above, for example, the specific location of a robot directly
affected communication quality. In the context of VANETs,
correct location information becomes a crucial safety re-
quirement [4].

4.1 Mobility for VANETs
In simulating VANETs, researchers have used real mobil-

ity traces since they are clearly more accurate than random
models or other models such as the Manhattan grid model.
Real traces can be hard to collect in order to be used in sim-
ulation; furthermore, it is not possible to simulate specific
scenarios other than what is available in the traces, which
makes this approach very limited. Recent applications of
VANETs and Inter-Vehicle Communication (IVC) protocols
require more detailed modeling at the microscopic level, de-
scribing various aspects of vehicles, traffic constraints, in
addition to driver behavior models. Microscopic models em-
ulate the behavior of individual vehicles independently. Ad-
ditionally, driver-behavior is a challenging aspect since the
impact involves individual vehicles (microscopic effect) as
well as the high level flow of traffic, which affects mobility
in general [4]. There are a number of simulators that have
been developed for road traffic simulation such as VISSIM
[29], and SUMO [11].

4.2 Mobility for Networked Robotics
Network simulators offer advanced and detailed models of

communications as well as network protocols and routing.
However, there is a need for models of physical robotics and
their dynamics within the surrounding environment. This
need is realized by existing robotic simulators, which model
various components of robotics, including mechanical parts
such as wheels and legs, engines, sensors, and actuators.
Moreover, a detailed modeling of the surrounding environ-
ment is possible with such simulators, allowing for a realistic
simulation of robotics, including robot mobility [27]. Addi-
tionally, robot simulators utilize controllers used in actual
robots. A controller program can be used unchanged either
in the simulation or in the real robot. This allows researchers
to use the same controllers similarly. However, usually these
simulators do not have accurate models of the network, if
they have any network simulation capability, they have only
simplistic models. ARGoS [21] and Player/Stage [22] are
two examples of open source robotic simulators.

In order to utilize the mobility produced by those sim-
ulators, traces can be extracted from them, and then can
be passed on to a dedicated network simulator. However,
this process is not practical and is considered inadequate
for evaluating dynamic control algorithms and mobility sce-
narios. In an attempt to fulfill this requirement, integrated
simulation, also called co-simulation, were explored where a
robotics simulator and a network simulator work jointly as
a unified simulation environment.

5. CO-SIMULATION
Co-simulation was introduced to overcome the lack of com-

plete realistic models of mobility in network simulators as
well as the lack of detailed network models in modeling envi-
ronments used to model physical systems, including robotic
simulators. In such an integrated setting, the whole CPS
simulator can provide realistic models for the physics as-
pects of the system, surrounding environment, control com-
ponents, etc., while the network simulator provides realistic
networking through network models for various protocol op-
erations across the network stack.

Co-simulation environments work through interaction be-
tween heterogeneous models in both simulators. That is,



typically the integration combines solver-dependent continuous-
time models (e.g., Simulink, Modelica, or a robotic simula-
tor) with discrete-event models represented by network mod-
els provided by ns-3. To give an example, consider perform-
ing a simulation of a set of networked robots. A robotic
simulator can be used to utilize its robotic and controller
models, and a network simulator can be used to simulate
the network. To perform the simulation, this would require
constructing models that represent the robots in the robotic
simulator. In the network simulator, we would need to con-
struct a set of network nodes for each robot in order to
represent the network capability of robots. In this simula-
tion environment, robots should be linked to their respective
network nodes during the simulation. Robot models will
perform a control algorithm that may include sending mes-
sages over the network between robots. This communication
functionality are forwarded to the network simulator.

The network simulator can utilize mobility information
(i.e., positions of nodes) from the robotic simulator and up-
dates the mobility of nodes in the network simulator in order
to perform the network simulation. The network simulator
is informed about the messages exchanged between robots
(e.g., as a result of the control algorithm being simulated)
in order to simulate the networking activity. As nodes re-
ceive packets, respective robots in the robotic simulator are
notified to consider messages received.

This form of dynamic interaction brings several challenges
in developing and utilizing co-simulation environments. For
instance, simulation time synchronization, and the execution
mechanism required to enable the co-simulation are key as-
pects. It is important to note that the evaluated network
performance might be affected by this synchronization pro-
cess depending on the execution mechanism, since the two
simulators alternate execution, and exchange information at
fixed time steps.

5.1 Co-simulation Tools
A number of integrated simulation tools have been re-

cently developed for VANETs and networked robotics. The
following are representative examples.

• ARGoS-NS3 [12]: A simulator for multi-robot systems
developed by IDalle Molle Institute of Artificial In-
telligence (IDSIA). The goal is to make the simula-
tion of multi-robotic systems more realistic by adding
the communication aspect of the simulation, which is
accomplished by incorporating a network simulator.
This framework provides an interface between ARGoS,
a robotic simulator, and ns-2 or ns-3.

• BARAKA [13]: A simulator that targets Sensor and
Actor Networks (SANETs). It integrates physical as-
pects of the simulation with the networking aspects.
OMNeT++ [19] is used along with the Mobility Frame-
work for OMNeT++ for network simulation. The Open
Dynamics Engine (ODE) [18], an open source library
for simulating rigid body dynamics, is used for simu-
lating physical robots. Robot controllers are written as
application layer programs. BARAKA combines ODE
with OMNeT++ for making an integrated simulator
for understanding the effects that physics and commu-
nication have on each other.

• iTETRIS [7]: An integrated simulation platform for
large-scale cooperative road traffic management. iTETRIS

integrates SUMO (Simulation or Urban Mobility) and
ns-3. It provides a realistic environment based on an
open source architecture that links the traffic simula-
tor with the network simulator in real time, allowing
dynamic control of traffic based on the urban mobility
provided by SUMO and the wireless network simulated
in ns-3.

5.2 Discussion
Performance of co-simulator environments becomes a cru-

cial concern because of the nature of integrated simulation.
The performance of a co-simulation environment depends
on several factors, such as the size/scale of the simulation,
including objects being simulated (network nodes, robots
or vehicles), the level of detail in physical and networking
models and the individual simulators used. However, it is
expected that co-simulation will be demanding for process-
ing power. If we consider network simulation alone, a simu-
lator such as ns-3 shows competent performance compared
to other simulators as shown in [12] which offers a perfor-
mance evaluation of ARGoS-NS3. Therefore, choosing effi-
cient simulators is likely to make the integrated simulator
work better.

An advantage of this integration is more realistic modeling
of mobility, as the produced mobility behavior is the result
of an actual physical simulation, not a result of synthesized
or randomly generated movements, leading to more reliable
network simulation dependent on mobility behavior. In ad-
dition, general physical modeling can be utilized in some
networked physical processes where mobility is not neces-
sarily part of the simulated experiment.

Modeling CPSs introduces several challenges due to the
heterogeneity of CPSs. As several engineering and science
domains are involved, the modeling and design process re-
quires the cooperation of several experts from each domain
involved. This might also require using several modeling and
development tools. Another challenge is the actual model-
ing of the system. CPSs naturally are composed of physical
phenomena, computations and communications which are
modeled as a blend of continuous-time and discrete-event
models. Physical continuous-time models may be modeled
using differential equations which rely on specialized solvers
usually available in physical modeling tools. In the context
of networked CPSs, combined network/physics-based simu-
lation tools can greatly benefit researchers and designers of
networked CPSs, by integrating the modeling capabilities of
physical modeling tools with network simulators.

In addition to the efforts noted above, other efforts are
currently underway to formalize how the operation of such
integrated environments, can be enhanced by design, e.g.,
[5].

6. CONCLUSION
Our aim in this work was to instigate a discussion on how

mobility is modeled in network simulations, especially when
mobile cyber-physical systems are involved. While network
simulators have reached considerable maturity on the “cy-
ber” side (computations, networking, etc.), efforts persist in
generating more reliable physical models. For mobility, the
efforts ranged from smoothing generated node mobility to
emphasize natural dependences in time and space, to de-
riving models from urban and highway vehicular traces, to
integrating network simulators with physical modeling envi-



ronments. It is our understanding that the topic merits fur-
ther exploration, especially in terms of validation of mobility
models, and increasing the accessibility to scalable realistic
simulations.
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