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ABSTRACT

We evaluated effects of gaze directioaed othe non-verbal
visual cues on multipartmediatel communication Groups
of three participans (two actors, one subjgctsolved
langua@ puzzles in three audiovisual
conditions. Eale condition presented different selectionof

images of the acterto subjects (1) frontd motion video

with 14% gazg(2) motion video with heal orientationard

7% gaze (3) still images with heal orientation and 32%

gaze. Presenagf heal orientation cuesause subjectsto

use twice as many deictic refereste personsWe found a
linear relationslp betwea& the amount of actor gaze
perceivedby subjecs ard the number & speaking turns
taken ly subjects Lack of gaz can decreas turn-taking
efficiency of multiparty mediatel systems by 25%. Thiss

because gazeonveys whether onés being addressecbr

expectedo speak,andis usedto regulate sociaintimacy.

Support fo gaze directionalcuesin multiparty mediated
systems is recommended.

KEYWORDS CSCW, videoconferencing, gaze direction.

INTRODUCTION

Humans exhiligrea sensitivity to tke look (or gazé of

others [2] Gaze at their eyesreveat that a persm is

looking at them. From a distamof abou 1 m, peopk can

discriminate gaze at their eyes by someone facing thith

an accuracy of approximatel .6 degres [6]. Head
orientation reveals a persoms looking & others From

1.5m distane and at right angles to two interactors,
humans ca discriminae one persan looking & the eyesof

the other n 60% of cases, simpl by judging the angle of

heal orientation [28] However mod video-mediated
communication systesnare not very goodat preserving
gaze directionatues [21] This is because eacpersonhas

only ore camea (allowing a singt frontal picture), ard

because thacamerais typically placedwell aboe the eyes
of the other persoon the screen Due to this parallax eye

gaze appears lowered. IsaacsTé&ng [9] and O’Connaill et

al. [14] observd tha single-camera videmediatel systems
may caug problems in mediatiig  multiparty

communication. The noticed difficultiesin floor control,

andin referringto other participantsOur assumptia was

that thes problens were directly causedby the ladk of

information aboti the gaze directionof the participants.
Gaz directional cuescoce who is talking or listenirg to

whom with great accuracy [25], @nve expectd the lak of

Gerrit van der Veer
Computing and Information Scienc&Computer Science Department
Vrije Universiteit Amsterdam
The Netherlands
E-mail: gerrit@cs.vu.nl

communication

Harro Vons
Usability Consultancy
Baan Apps
The Netherlands
E-mail: hvons@baan.nl

of group conversations. Howeveretisolatal effect of gaze
directional cueson multiparty conversatio was never
demonstrate empirically. We therefore conducted an
experiment in which we gauged the effet sud cues on a
variety d dependenvariablesin a triadic video-mediated
collaborative settingTo estimae their relative importance,
we compared effect® those & othe visud cues typically
conveyedin video mediatedsystems.We will first discuss
our independen variables ard how they were usedto
constitute experimentaconditions For ead dependent
variable, we wil then discuss wi it was measured, how
this was done, and predictions toward treatment effects.

INDEPENDENT VARIABLES

We tried to isolate theeffecton multiparty communication
of three independentvariables (a) the presenceof head
orientation information(b) the amoun of gazeat the eyes
conveyed; (cthe presenceof other non-verbalisud cues
such adacial expressios ard lip movementsas conveyed
by motian video. We usal levels of variablga) ard (c) to

constitute the following three conditions:

1) A condition in which moving upper-torso visuacues
were presented, but no fikarientation (hereafte referred
to asmotion video-only

2) A condition in which moving upper-torso visuacues
were presentedijncluding heal orientation (hereafter
referred to asnotion video with gaze directip

3) A condition in whichno moving upper-torso visliaZues
were presentedexcept fo heal orientation (hereafter
referred to astill images with gaze direcit.

As Sellen [18 showed, te use of differert mediated

systems a@ creae these conditionssi not possibke without

introducing other potentialy confounding differences.

Instead, we controlled our factors towssilibjects usig the

same systa in all conditions by using actors astheir

conversationa partners These actors would alter their
behavio towards subjecs according to experimental
conditions. Usig triadsof onereplaceablesubjectandtwo
reusald actors, we ths constituted te simple$ form of
multiparty communication, keemrthe numbe of subjects
and actos requiredto an absolué minimum However,
control over variable (hXhe amoun of gazeat the eys of
subjects provedmore difficult. Our experimenwas aimed
at evaluatig the effect of human cuesyrather than the
technoloy usedto convey them. As said however video
mediation does not allov gazeat the eys to be conveyed

such information to have a great effect on the management §,etg the parallax betweertamera andcreen. Rosenthal
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tried to solve thg problem [16]. By placing a half-silvered
mirror at a 48 angk betwe@ camera andcrea the camera
could be virtually positionel behird the eys of the person
on the screa [1]. The grea drawbackof this video tunnel
technology is thiasubjecs would haveto sit perfectly still



— theirheads in @unnel construction — teep theireyes
exactly alignedwith the lens of anactor's camera[21].

This, in turn, would impaiindividual gaze atheir eyes by
the other actor, blockeadorientation cuesandrestrict the

Predictions Regarding Deictic Verb&eferencesThe presence
of headorientation cues causethe number opersonal deictic
verbal references used to rise significantly.”

Speaker Switching and Turn Frequency

natural behavior of subjects. To ensure subjects were able t@aacs and Tang [9] also observed that during video

perceive gaze atheir eyes wetherefore had to take a
different approach, borrowed from TV presenters. We
instructedthe actors tolook into thecamera asnuch as
possible when looking at theivideo monitors, thus
simulating gaze atthe eyes ofubjects. Thiglid mean the
amount ofgazewas allowed to potentially vary between
conditions. Wecontrolled for this confounding influence
retroactively by measuring tr@mount ofgaze atthe eyes
received bysubjects, using this as eovariate in our
statistical testsPredictions withregard tomost dependent

conferencing, people woulcbntrol the turn-takingprocess
explicitly by requesting others to take the next turnfabe-
to-face interaction, however, they saw many instamdese
peopleused their eye gaze to indicate&shom they were
addressing and tsuggest a next speakeKendon [12]
suggested gaze directionalies play an important role in
keeping the floor, takingand avoiding the floor, and
suggesting who should speak next. As sushort et al.
[20] attributed problems in turn-taking behavievith
mediatedsystems to a lack ofjaze directionalcues. We

variables were therefore difficult to make, requiring post-hocthereforedecided tomeasurehe number of turns taken by

testing in most cases.

DEPENDENT VARIABLES AND PREDICTIONS

We measured treatment effects on thadependenvariables:
task performance;the number of deictic references to
persons; and turn frequency.

Task Performance

As Monk et al. [13]demonstrate, result®btained in
comparing different mediatedsettings maydepend very
much on the experimental task used. Tablas are highly
personal and/or involve conflietre much more sensitive to
differences inmediation thang.g., problem-solving tasks.
Thus, theyare more likely to affect dependenvariables
other than taskperformanceitself. We thereforedevised a
collaborative problem-solving taskased on language
puzzles. Foreachproblem, eachparticipant would obtain
one of three pieces dhformation required to solve that
problem. Participants would need to put thpsees in the
correctorder toscore apoint. By verbal communication of
pieces and permutations of pieces, participantsould
collaborate to perfornthe task.Performance measure was
the number of correct permutations given per session.

Deictic Verbal References

In their usability studies omideo-mediatedss. face-to-face
communication, Isaac and Taongservedmany instances in
face-to-facenteraction when peoplesedtheir eye gaze to
indicate whom theywere addressing9]. However, when

participants. Like Sellen [19], welid this by automated
analysis of participantsspeechpatterns. There is little
comparable evidence amhich to base predictionggarding
the effect of gaze directionatues onmultiparty speaker
switching. Firstly, there is only one study, by Sellen [18],
in which gaze directionatueswere part of experimental
treatment. Sellen failed tfind significant differences in the
number of turndetween severahultiparty conversational
contexts:face-to-face, video-mediatedith gaze direction,
video-mediatedwithout gaze direction, and audio-only
communication. Secondly, most studigmrticularly the
early ones, were based on dyadic (two-person)
communication. Finally, most studiesicluding Sellen’s,
compared communication settings that differedt@m many
variables at once. Theost confirmed result from dyadic
studies is a significanhcrease inthe number of turns in
face-to-face conditions, as compared with audio-only
conditions [4, 17]. These results may well be explained by a
lack of gaze directional cues vyielding a worse
synchronization of turn-taking in audio-only conditions
[12]. Most studies suggest that witlegard toturn-taking,
adding motion video to speectcommunication hadittle
effect (see Sellen [18] for an overview).

METHOD

We used an independesamplesdesign forour experiment,
comparingperformance between three matchgbups of
subjects, each group treated with one of the three

using a video-mediated system, participants would often usgqnditions. Wetreatedthis design as single-factoysing

eachother’'s names tindicatewhom theywere addressing.
In general, the us@leictic references tgersons may be
problematic when visuo-spatial cua® not conveyed. For
example, if “You can try” is a@irectresponse to something
the addressegperson just said, the meaning of therd
“you’ is easily disambiguated by knowledgabout the
identity of the previous speaker. If “Yoean try” is used
imperatively, extra information is needed to ascentdiom
is beingaddressedrhis can beprovided by heagointing.
We believed itlikely the availability of head orientation
cues wouldthus affect the use ofdeictic referencind10].
We measurethe ability to usedeixis towards persons by
counting singulardeictic use of second-persompronouns
(i.e., theyouin “Do youthink so?"). As wedid not expect
a confounding influence obur covariate, weplanned the
evaluation of the following hypothesis:

post-hoc testing for most dependent variables.

Conditions

In each condition, actorsused exactly the samevideo-
mediated system to communicate with the subject.
Differences ontreatment variablesvere presentednly to
the subject. As actonsere seated ithe same roomthey
did not use avideo-mediatedsystem to communicate with
each other. As will be explainedarewas taken thisvould
not confoundthe experiment. The subje@ssumed the
actorswere intwo separaterooms, and that everyone was
using the same type ofideo mediation tocommunicate.
For each condition, we will now describe halifferences in
the behavior of actorsand system constituted the
experimental treatment:
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Figure 1. Three different directions ofactor gaze as
experienced by the subjects: a) facing the subjectpbking at

computer screen; and c) looking at other actor.

1) Motion video-onlyln this condition, the subjects saw a
full-motion videoimage of the actors, with thactors
always facing the subject (Figure 1a).

2) Motion video withgazedirection. In this condition, the
subjects saw a full-motiowideo image of the actors.
Actors were allowed toturn their heads in different
directions, indicating whom or what thégoked at: the
subject (Figure 1a), their computscreen(Figure 1b),
or the otheractor (Figurelc). As actorswere in the
same room, itvould have beepossible toachieve eye
contact betweethem in this condition. Tavoid this
potentially confounding effect, whenooking at each
other, they looked at a common reference point instead.

3) Still images withgaze direction. At any moment in
time, actors wouldmanually select one othree still
images for display to the subjectctor looking at
subject (Figure la)actor looking at computerscreen
(Figure 1b), oractorlooking at otheractor (Figure 1c).
Actors wereinstructed to base their selection on whom
or what they would actually be looking at. This looking
behavior essentiallyeplicatedthat of condition 2.Note
that the frontal picture was taken with thectors
looking straight into the camera lens.

Experimental Subjects and Actors
Our experimental subjectaere paid volunteers, mostly
university students from a variety of technieald social
disciplines. Prior to the experiment, westedall subjects
on eyesightand anumber of relevanmatching variables:
Dutch language competenfasing apen-and-paper aptitude
test [8]); age; sexand field of study. We allocated each
subject to a treatment group in a way thettchedgroups
on these variables. The 56 subjeasedfor further analysis
were assigned to treatment groups as follows:
- Motion video-only group. 20 subjects (13 male, 7
female, mean age 21.4);

Subjects believed the actors were subjects also. None of the

subjects in this subset knew loadany suspiciorregarding
the actors. Nondiad any previousexperiencewith video-
mediated communication. Subjectsbelieved we were
interested in how people cooperate via the Inteanetwere
only informed ofthe true purpose of the experimeaiter
treatment. We used one female and one male asated in
a separateroom from the experimental subject. The
difference in sex between the actors mayhave aided
identification of voices in thestill images with gaze
direction condition. Both actonsere about the samage as
the subjects.

Task

We constructed a group problem solving task in wigiath
subject wasasked tojoin the actors -perceived aseing
subjects also - in solving as mamgnguage puzzles as
possible within a time span of 15 minutes. Fesich
language puzzle, each participant (the subject andazdot)
was presented a differeritagment of a sentence (yielding a
total of 3 fragments per puzzle). To sokachpuzzle, they
had to construct as many meaningfand syntactically
correctpermutations of thesentence fragments g®ssible
(vielding a theoretical Gpossible solutionsper puzzle).
After having given all correct answers to a particular
language puzzle, another set of fragmenmisuld be
presented. For the creationedchpermutation, participants
had to use the following rules:

1) Each permutation had to be grammatically correct.

2) Each permutation had to be meaningful.

3) They were allowed to add punctuation marks, as long the
permutation remained one sentence.

4) The order ofthe wordsinside eachfragment should not
be altered.

For the subjecteach sentencdragment appeared on a
computer screen. The actgmetendedhis was thecase for
them also, having theifragments listed orpaper instead.
To prevent a practice effecthis paperlisted all correct
answers to each puzzle. It prescribed whiotrectsolutions
they were allowed to give awagndwhen to giveincorrect
solutions. This wagdone to minimize the influence of
actors on taslperformancevhile keeping their actredible
towards the subject. Inorder to ensure an exchange of
information between the subject and each actor:

1) Nobody could se¢he sentence fragment dahe other
participants.

2) Each fragment remained ¢ime subject’'sscreenfor only
10 seconds.

3) Each participanhad aspecific role. The subject'mole
was to submitachsolution they collectivelyagreed on
to be correct. Actor 1 wouldretend to enter this
solution for verification by computer, while Actor 2
would report its correctness, pretendinghis was
indicated on her computer screen.

male, 6 female, mean age 21.7);

- Still images withgaze directiorgroup. 17 subjects (11
male, 6 female, mean age 22.2).

would provide a new sentence fragment thie subject’s
computer screen, generating audio signal to inform the
actors. The number of correct permutatigeserateger 15



minute session wagsed as a measure sk performance.
Correct permutationghat were given more thanonce
countedonly once,anduncompleted language puzzhesre
discarded.

Instructions and Session Procedure

Prior to the experiment, actovgere instructedwith regard
to their behavior in thelifferent conditions, which they
practiced in severdtaining sessions. Actormemorized all
answers toall problemssolved in the experimental task
prior to the experiment. Theyerenot informeduntil after
the experiment of the purpose of the experimenteasons
behindthe experimental treatments. Actosgre instructed
to behave as ithey were subjects, with a similar system

setup. However, actors were told to allow the actual subjec

to take thenitiative. This resulted in asituation inwhich
much of the interaction wasetweenthe subjectandone of
the actors,rather than between actorsonly. For each
subject, the session wasructured inthe following way.

After introducingthe subject to the system, the session

would start with the participants seeiramd hearing each
other. After introducing themselves, theexperimenter
explained the role of each participant using a sinppéetice
game. After exactly one minute, the experimenter
interrupted the game to explain the rules of the atcasi.
The session proceededth the first puzzleending after 15
minutes. After each session, subjectsfiled in a
questionnaire and were debriefed by the host.

MATERIALS

All equipment wasset up in a way thatminimized
differencesbetween conditions to treatment variabtedy.
All video and audio equipmentwas analog, with no
discernable lag. All video and audsggnalswererecorded in
sync onvideo tapeusing avideo splitter device and two
audio tracks.

cam 4

dummy cam

25cm

speaker

Computer
Screen 1
30cm

R S g S |

Subject
Figure 2. The video-mediated system used by the subjects.

Subject Configuration

Figure 2 shows the setup agperienced bysubjects. The
subject was seated in front of twaleo monitors, with the

right monitor (TV1) displayingthe image of Actor 1 and
the left monitor (TV2) the image of Actor Between these
video monitors, a computer monit{Bcreen 1)was placed,

used to display the subject’'s sentence fragment.avbamge

distancefrom the head ofthe subject toeachmonitor was

(TV3 and TV4) on which they always saw liverideo

images of the subject. An Appledeoconferencingcamera
wasplaced ontop of eachmonitor, with its lens 17 cm
above thecenter of the monitor. Thecameras pointed
almost horizontally at theyes of the actorsseatedabout

80 cm away. In all conditions, Actor dot the liveimage

of camera 4, andctor 2 got the live image otamera 3.
The actorseachhad aunidirectional microphonglaced in

front of them. The signal fromeach microphone was
amplified and fed to the respective speaker ithe subject
room. Actors used a numerkeyboardfor selecting images
in Powerpoint in the still-image conditiomhese images
looked identical tothe live camera feedsActor 1 had a
gisconnected computer keyboawith which hepretended to
eed answers into a computer for verification.

ANALYSIS
We will now discuss how we analyzed video tapeordings
to obtain measurements for each dependent variable.

Analysis of Deictic Verbal References

The experimenteand an independerndbserverscored the
number ofdeictic verbalreferences used bgubjects and
actors duringeachfull 15 minute session. Bothbservers
were blind to experimental conditions. Thiadependent
observemwas also blind to any experimengadedictions or
details. Before scoring, rules were agreed on what
constituted acorrect referenceOnly deictic second-person
pronouns were scored (i.e., thrdsyou andyour in “Are
yousure that wagour sentence?”), using these criteria:

- the reference was to one person only.

- the reference was not preceded or followed by a name.

- the reference was not used in a generic way.

- repetitions were scored only once (e.g., “You, you said”).
- references in puzzle sentences were not scored.

Before scoring, both observers practiced the use ddltibge
criteria on a subset of sessions not usedudher analysis.
After the training, the inter-observer reliability was
determined on aew set ofunused data. We obtained a
significant correlation of r=.86etween observerg<.001,
2-tailed). Subsequenanalysis of 56 sessionsaveraged
between observergielded amean number ofleictic verbal
references per session for the subject and each actor.

Turn-taking Analysis

We analyzed the first fiveninutes ofeachsession forturn-
taking behavior of subject@nd actors. Weused an
automated procedure toanalyze the speech patterns of
individual speakers. As automatathalysiscould only be
carried out on the isolated speech data of individual speakers,
the two-track recordingsvere separated by hamdto three
separatedigital audio tracks(22 KHz, 8- hit) for each
session(inter-observerreliability r=.97, p<.001, 2-tailed).

Like Sellen [18], we therused a fuzzyalgorithm that

approximately 60 cm. From the subject’s point of view, thecountedthe number of turns bgach speakef25]. First,

angle betweerhe center ofthe left monitor imagend the
center of the right monitor image was approximately 73°.

Actor Configuration
The equipment foeach actomwas about half the subject
configuration. Actorseach had only one video monitor

this algorithmfilled in 240 ms pauses taccount forstop
consonantseffectively removing pauses withimvords [5].
Then, talkspurt analysisremoved pauses between
consecutively spoken word3his way, talkspurts with a
length of at least one phonemic clawgereidentified. The



phonemic clause isegarded aghe basic syntactic unit of

speech. Onaverage, itconsists of 2-10words with a

. . ond
Deictic 2" -pers. Pronouns mean (s.e.)

duration of approximatel¢t.5 s, providing an estimate for Variable Motion ~ Motion+GD  Still+GD
finding the shortest uninterrupted vocalizations (see [11, 19] supject number 1.3 2.6 3.6
for a discussion). To identiftalkspurts, a 13-sample (1.56  of references (3) 7 (.9)
s) window moved ovethe speech datafilling samples Mean actor # of 1.8 24 20
within a 70%confidenceinterval aroundits mean position references (3) (3) (3)

with speech energy if more than half of the samples in the

window indicated speech activity, andtlfis speechactivity
was balancedwithin the window. Finally, if one of the
speakersad atalkspurt of longer than a phonemitause
(i.e., 1.56 s) with everybody else being silent for shene
length of time, a turn was assigned to her. The toatber

Table 1.Means and standard errors for the number of deictic
verbal references per first 5 session minutes.

Deictic Verbal References
Table 1 presents the data summary for the numbdeiofic
verbalreferenceausing second-persompronounsduring the

of turns by all participants, minus one, constituted thefirst five session minutes. Alannedcomparisonshowed

number of speaker switches. \Wwleeckedthe validity of the
above turn-taking analysialgorithm by calculating the
correlation ovetime between aurn classificatiorproduced
by the algorithm and that produced byrainedlinguist (see
[25] for details). With acorrelation of #.64 (p<.001, 2-
tailed) between classification methatie algorithm,which
identified phonemic clauses simply by checking dineation
of consecutive speecldjd well against the humasxpert
who usedintonation and semantics ofspeech to identify
phonemic clauses.

Analysis of Gaze at the Eyes of Subjects

Since we allowed the amount of gaze at the egesived by
subjects to vanpetweenandwithin conditions, weneeded
to measure and control for this factor after the fact. Uaéel
an independenbbserver, with noknowledge about the
experiment, toscorethe number ofideo frames in which
actorsappeared tagaze atthe eyes of thesubject. Before
scoring, both theobserverand the experimenterpracticed
observation on a subset of experimerdalanot used for
further analysis. Inter-observereliabilities averagedacross
conditions (Fisher Aransformed) were=.94 for Actor 1
gaze and=.87 for Actor 2gaze(both p<.001).Subsequent

scoring by the independent observer of the first 5 minutes ofr

each ofthe 56usedsessiongjielded amean percentage of
gaze at the subject’s eyes per actor per session.

RESULTS

Resultsfor eachvariablewere calculatedver the same 56
sessionsWhereappropriate, analyses wériance (one-way
ANOVAS) were carriecbut, evaluated ati=.05 level. Post-
hoc comparisonsvere carriedout using Student-Newman-
Keuls (SNK) evaluated ata=.05 level. One planned

comparison wascarried out using a one-tailed t-test

evaluated ati=.05 level. All datawas normallydistributed

(Kolmogorov-Smirnov test, p>.05) witkequal variances

between conditions (Levene test, p>.05) unless indicated.

Task Performance

Analysis of variance showed nasignificant differences
between conditions in the number of problesos/ed (F(2,
53)=1.39, p=.26).

that subjects used twice as mafsictic verbalreferences in
the condition conveying motiorideo with gaze direction
than in the condition conveying motiowvideo only
(t(26.93)=1.82, p<.04, uneq. var., 1-tailed), thus confirming
our hypothesis. Analysis ofariance showed nsignificant
differences between conditions inthe mean number of
deictic verbalreferences made bthe actors(F(2, 53)=.88,
p=.42).

Speaker Turns mean (s.e.)

Variable Motion Motion+GD Still+GD
Number of speaker  14.7 15.1 18.9
switches (1.0) (1.1) (1.5)
Subject number of 5.9 6.3 7.7
turns (.4) (.5) 7
Actor 1 number of 6.1 5.3 7.8
turns (.5) (.4) 7
Actor 2 number of 3.8 4.6 4.5
turns (.4) (.5) (.5)

Table 2.Means and standard errors for the number of speaker
turns per first 5 session minutes.

urn-taking Behavior

Table 2 shows the data summary for the numbespebker
switchesand individual turns during the first five session
minutes. Analysis ofvariance showedthe number of
speaker switches differed significantly across conditions
(F(2, 53)=3.75, p<.03). Post-hoc comparisshewedthis
differencelay in the condition conveyingtill images with
gaze direction(SNK, p<.05). There wereover 25%more
speaker switches in this condition.Differences across
conditions in the number dhdividual turns by subjects
showed asimilar trend (F(2, 53)=3.17, p=.05)ere, post-
hoc comparisonshowedthat the still image withgaze
direction condition was different from the motigiteo-only
condition (SNK, p<.05). Differencesacross conditions in
the number of turns by Actor Were significant (F(2,
53)=5.39, p<.01). Post-hoc comparisstowedthe still
image withgaze directiorcondition wasdifferent from the
other conditions (SNKp<.05). Therewas no significant
difference across conditions in the number tfrns by
Actor 2 (F(2, 53)=.94, p=.40Actor 2 did show apractice
effect over sessions(correlation betweersessionorder and
number of turns per session r=.46, p<.001).



Amount of Actor Gaze mean (s.e.)

Variable Motion Motion+GD Still+GD
Amount of 13.8 6.6 31.6
gaze (% time) (1.2) (.8) (1.5)

Table 3.Means and standard errors for the percentage of actor
gaze at the eyes of subjects per first 5 session minutes.

Estimated Means Adjusted for Gaze

Variable Motion Motion+GD Still+GD
Number of 15.4 17.1 16.3
speaker switches
Subject number 6.2 7.3 6.3

of turns

Table 4.Means and standard errors for the number of speaker
switches and subject turns, corrected for actor gaze, per first 5
session minutes.

Removing Effects of Gaze at the Eyes
Table 3 shows thdatasummary of thepercentage of actor
gaze atthe eyes of subjectduring the first five session
minutes. Analysis ofvariance showed differences in the
mean percentage of actor gazerere significant across
conditions  (F(2, 53)=112.05, p<.0001).

conditions (SNK,p<.05). Subjectexperiencedabout four
times more actor gaze in the still image witaze direction
condition than in the motiorvideo with gaze direction
condition. There was a modest, but significantinear
relationship across conditionzetweenthe percentage of
actor gaze at the eyes of subjeatsithe number ospeaker
switches (r=.37, p<.02-tailed) and betweenthe percentage
of actor gaze athe eyes of subjectand the number of
subject turns (r=.34, p<.02-tailed). To adjust forthis
confounding effect, weperformed a covariancanalysis
(with Roy BargmanStepdowntest). All assumptions for
this analysis were met. Table 4 shows the resukifjgsted
mean number o$peakerswitchesand subject turns. With
the effect of gaze at the eyes of subjects remadiffdrences
between conditions in the number sfeakerswitches (F(2,
52)=.56, p=.58) or subject turns (F(2, 52)=.92, p=wéie
no longer significant.

Questionnaire

Analysis of variance (one-wayKruskal-Wallis) on the
ranked response categories dhe questionnaire showed

answers toonly one questionwere significantly different

across conditionsSubjectsratedthe still image withgaze

direction condition as superior the other conditions with
regard tothe clarity with which theycould observewhom

their conversational partnersere talking to (2(2)=10.8,

p<.005).

DISCUSSION

We will first consider potentiatonfounding effects oéctor
behavior. For each of outependenvariables, we willthen
discuss possible explanations for our findings.

Post-hoc
comparisons showed differences were significant between a

Confounding Effects of Actor Behavior

For the maindependentariables, we will nowdiscuss to
what extent resultgould have beemlue to differences in
actor behavior other than treatment.

Confounding Effects on Deixis

On average, we found nsignificant differences between
conditions in the number aleictic verbalreferencesnade
by actors, making it unlikely theynducedsubjectbehavior
by verbal means. Wthereforebelieve it likely effectswere
in fact due to treatment variables.

Confounding Effects on Turn-taking

Most of the speaker switchescurredbetweensubjects and
Actor 1. Although Actor 2 demonstrated no treatmeffect,
like the subjects, Actor dlid have moreturns in thestill
image condition (see Table 2). Oméght thereforesuspect
that treatment effects on subject turn-takimgre due to the
turn-taking behavior of Actor 1. Theositive linear

relationship between the amount of actor gaze at the eyes of

subjects and the number of subject tuaxs0ss conditions,
makes this unlikely. Firstly,Actor 1 did not see this

information. Secondly, if the act of looking at thamera
lens confoundedhis turn-takingbehavior in both motion

video conditions, wewould have found anegative linear

relationship in those conditions. Wherefore believe it

”kely effects were in fact due to treatment variables.

Explaining Findings on Task Performance

We found nosignificant differences intask performance
between conditions. Monk et al. [18feadysuggested that
measures of task performance are typically sensitilg to
gross manipulations of experimental treatment. Our task
may simply nothave been vergensitive toexperimental
treatment. Thisdoes, however, suggestisat effects with
regard to other dependentvariableswere in fact due to
differences between conditions inthe communication
process itself, rather than tlifferences inthe nature of the
experimentatask. This allows us tgeneralizefindings to
other task situations in whicéfficiency ofthe turn-taking
process is the parameter of interest.

Explaining Effects on Deixis

Results regarding the number d¥ictic verbalreferences to
persons were in line with expectations. Subjersisd twice
as manyreferenceswvhen head orientation wasconveyed.
Our hypothesis wasonfirmed,stating that thepresence of
headorientation cuegauseshe number of personakictic
verbal references used teise significantly. The actual
ability of subjects to usdeixis towardsthe actorsdid not
differ betweenconditions. We believe subjecpsdged the

usefulness of deixis by assessing visuo-spatial properties of

the system on the basis of actor head orientation behavior.

Explaining Effects on Turn-taking

Results with regard to the turn-taking variables cantrary
to expectations. We miglitaveexpectedhe motionvideo-
only condition to show fewer speakerswitches and
consequentlyfewer turns than conditions in whiclyaze
directional cues of the headere conveyedinstead,the still
image conditionscoredover 25% morespeaker switches
than both motion video conditions. Differences across
conditions in the number dhdividual turns by subjects



showed a similar trend. It is evident that the explanation forSubjectsfound it significantly easier to observevho was

these results cannot lie in tldsence of non-verbalsual
cues in the still image condition. Boliteratureand earlier
presentecarguments suggest that any potentdfiects of
this treatmentvariable would have gone ithe opposite
direction, withfewerturns whenthere are fewernonverbal
visual cues [4]. The sense ahonymity in the stilimage
condition may have had a positive effect on turn-taking, bu
only one subjecstatedthis in the questionnaire. As the
analysis of covariance demonstrates, a muchmore
satisfactory explanation for our findings is tb@nfounding
influence of actogaze atthe eyes ofsubjects. Thdinear
relationship betweenthe amount of gaze atthe eyes
perceived bysubjectsand their turn-taking behavior was
sufficiently strong to explain our findings. In thstill
image conditionwheneverthe frontal image waselected,
the actorsvould alwaysappear to gaze ahe eyes of the
subject. This was not thease inthe other conditions.
When differences inthe amount ofgaze atthe eyes of
subjectswere removed,differences inturn-taking behavior
disappearedalso. As discussed, peoplare very good at
judging the angle of frontadye gaze atheir faces. One the
one hand, we can therefore regard our covariate as a meas
for the ability of subjects todiscriminate whether they
themselveswere being looked at. On the other, our
covariatewas ameasure fothe amountof visual attention

talking to whom in the still image conditionOther
qualitative observations, including comments by subjects,
seemed mostly in line with our empirical findings.

CONCLUSIONS AND RECOMMENDATIONS

We first present our empirical conclusiomdter which we
outline ourrecommendations fothe design of multiparty
tmediated systems.

Empirical Conclusions

In this paper, weresented armpirical evaluation of the
effects of gaze directionaindother non-verbavisual cues
on multiparty mediatedcommunication. Groups othree
participants (two actorand one subject) solvedanguage
puzzles in threemediatedcommunication conditions. In
addition to speech,each condition presented a different
selection of images of thactors’ uppettorsos to subjects:
() frontal motion video showingactor gazel4% of time;
(2) motion video with headorientationand 7% actor gaze;
(3) still images withheadorientationand 32% actor gaze.
Effects ofthe amount ofactor gazeperceived bysubjects
were isolated retroactivelyResults show theresence of
Ureadorientation cuegausedsubjects to use twice as many
deictic verbal references to persons. We beltbie was due
to differencesbetween conditions irthe subjects’ estimate
of the effectiveness ofhead pointing in disambiguating

subjects received. This yields two, possibly complementarygeixis. Across conditions, we alsfound a significant

explanations as to why there were mepeakerswitches in
the still image condition:

1) Knowing Your TurnAccording to a study byertegaal
[25], in multiparty conversatiorgaze atthe eyescodes
whom is beingaddressed ofistened to with great
certainty. This information is notoded byother non-
verbalmeans. Althougtheadorientation might beised

to see whom others address, this cue was not vital to th

turn-taking procesdnstead,subjectsused gaze atheir
eyes to see whethey themselveswere addressed or
expected tespeak. Difficulties in conveyingaze at the
eyes caused deficiencies irsubjects obtaining and
yielding the floor in both motiowideo conditions. This
explanation is consistent withKendon’s findings
regarding functions of gaze in dyadic turn
synchronization [12].

2) Keeping Your Distancéccording to Argyleand Dean’s
Equilibrium of Intimacy theory [3], likeproximity,
people use gaze at the eyes to regulate sdisi@nce to
eachother. Whenthe level of intimacybetween people
is disturbed(either too high or too low), theyfeel
uncomfortable [2]. The megpercentage of gaze at the

positive linear relationshipetweenthe amount ofactor
gaze at the eyes of subjects and the number of subject turns
(r=.34) and speakerswitches (r=.37). Wedid not find a
similar effect on turn frequency of the presence of other non-
verbal upper-torswisual cues, includindieadorientation.

As evidenced bysubject performance inour still image
condition, the potential increase in turn frequency may be in
the order of25% whengaze atthe eyes isconveyed in a
fanner that preserves face-to-face characteristics. We believe
therearetwo reasons why th@resence of gaze #te eyes
has a positiveeffect on turn frequency in multiparty
mediated communication. Firstlgaze is used to determine
when a person is speaking or listeningyu. In group
communication, it not obvious who will be theext
speakemwhen thecurrent speakefalls silent. Seeingvhen
they were being addressed or expected to speak meaigdt
for subjects to obtain oyield the floor. We found clear
support forthis in our questionnaires. Subjecteund it
easier to observe who was talking to whom in ¢brdition
with normalpercentages of gaz8econdly,gazeseems to
be used taegulate social distanc8ubjects mayhave felt
the level of intimacy with theiconversational partners was
disturbedwhen there wasiot enoughgaze attheir eyes,

eyes in the still image condition was almost exactly thatmaking them less inclined to take the floor.

found by Exline for triadic face-to-face conversations [7].
In the other conditionpercentages werenuch lower,
yielding a much lower level of intimacy. Akis lower
level of intimacycould not easily becompensated by
other means, subjects were less inclined to takdlabe

in those conditions.

With regard toour explanations for the mechanidmhind
the effect of gaze at the eyes on turn-taking,foumd clear
support for our first explanation in thguestionnaire.

Design Recommendations

We believe that a higher turn frequency is an indication of a
more natural, and perhaps more efficient, turn-taking
process. Asdiscussed,most empirical studies seem to
confirm this rationale. Althougleffects of ahigher turn-
taking efficiency may be dependent on the task situation, we
believe onecan generalizethat synchronousnteractive
group communication systems shouldreserve gaze
directional cues, especially gaze at the eyes. Véghect to



the design ofsuch systems, weéherefore formulated the °
following incremental requirements:

1) Preservation of relative position. Relative viewpoints of 6.
participants should béased on acommon reference
point (e.g.,around a sharedorkspace), providing basic -
support for the use of a commaxternal context in
deictic referencing.

8.
2) Preservation oheadorientation. Itsrepresentatiomases
the use of deictic references to persons.
3) Preservation ofjaze atthe eyes. Allowing participants
to perceive gaze at eaother’s eyes eases management
of turn-taking and may aid tele-presence. 10.

Our findings donot suggest that motiowideo should not
be conveyedRather, they suggest that wheleveloping
software forgroup communication, one shoulcbnsider
conveying gaze directionalcues first. Whether it is for
highly personal or business communication, participants
need to beable to seek or avoidaze at eaclother’'s eyes
according to their own personal or cultural preferences.

We will now briefly discuss how the abouequirements
could be implemented in group communicatgystems. If
motion videaois conveyed, we suggest the use of a multiple
camerasetup, in whicheach participant has aamera for
eachother participant. By placinggach camerdehind a
semi-transparent screedisplaying the image of that
participant, basic support for the abaeguirements can be

provided [1]. The larger the distance of head to screen, or thes.

smaller theprojectedimages, the mordeadmovement of

users is tolerablevithout impairingconveyance of gaze at 17.

the eyes. We believeffice-size systems such as MAJIC
[15] therefore providethe best implementation of our
requirements currentlpossible with motionvideo. Note
that the need for multiple video streams does mean
bandwidth use will not scale well with the numberustrs
in such systems [23]When still images are used, our
requirements can be implementedsing very little
bandwidth indeed.The GAZE Groupware System [23]

implements all requirements in a transparent and 2
noncommandashion. Itmeasuresvhom participants look 2o
at using adesktop eyetrackingystem. It then orienttheir
picture so that it faces the person they look at [22-27]. 23.
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