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Abstract

1. An ordered list oflocumentsikely to be relevant.

Large on-line document databases, such as Medline, pose a 2. An ordered list otermssummarizing the theme likely

major challenge of retrieving the few documents most releva
to the user’'s needs, while minimizing the return rate of non-
relevant documents. Retrieval of documents similar to a-use
provided example document is a promising query paradigm to-
wards meeting this goal.

We present a new theme-based probabilistic approach foinfind
documents relevant to a given query document, and sumimgrizi
their contents. Preliminary experiments conducted ovenlasst

of Medline documents related toDsS demonstrate the effective-
ness of our approach.

1. Introduction

Web-based text databases are rapidly growing, agiréd
Wide Welbecomes an increasingly central tool for access-
ing literature on almost any subject, from recipes to scien-
tific articles. One such databaseMedliné. It is one of the

largest, most complete, and most widely used databases for *

medical documents. It consists of millions of on-line doc-

discussed in these documents.

Current query mechanisms over literature databases can be
divided into two main categories [17, 23]:

e Booleanqueries

e Similarity queries
When submitting dooleanquery, the user specifies either
a single term (e.gaids), or a boolean combination of terms
(e.g.aids A HIV A Tuberculosis). These terms character-
ize the subject matter the user is looking for. The result is
the set ofall documents found in the database which satisfy
the constraints specified by the query.

This form of query suffers from several deficiencies:

¢ A prohibitively largenumber of documents are typi-
cally retrieved.
A substantial part of the retrieved documentgiisle-
vantto the query, for a variety of reasons. For instance,
irrelevant documents may contain a query term due to

ument abstracts, daily updated and queried by thousands of
scientists throughout the world. One of the main challenges
when maintaining such voluminous databases, is in present-

its multiple meanings in the language.

e Many relevant documentaay not be retrievedlespite

their relevance, since the terms they contain are seman-

ing users withall andonly the documents most relevant to
the subject matter they are looking for.

This paper presents a novel approach to searching for a

“subject matter” or ahemein a large collection of docu-
ments, starting from aingle example documerit is based

on the inherent duality in the meaning of the phrase “subject

matter”; On one hand it is theet of documentsiscussing
a certain subject; on the other it is thet of termavhich

are used to describe the subject. As shown in the rest of the

paper, we strongly utilize this duality throughout the search
process, using aBxpectation Maximizatioalgorithm tosi-
multaneouslyind the terms representing thiieemeand the
documents discussing it. In response to a query we return:

'Medline is maintained by the National
of Medicine, and can be searched
http://www/ncbi.nlm.nih.gov/PubMed.

Library
using PubMed,

tically related tobut notthe sameterms as the ones
specified in the query. (e.gduman Immunodeficiency
Virus as opposed talDs).

The last of these limitations, has been addressed in several
ways. One approach, stemming from natural language pro-
cessing, consists of building thesauri of related terms (see
for example the work by Pereirat al. [13]). An index
containing each term in the thesaurus entry, points to all
documents containing any of the other related terms. An-
other successful approacHasent semantic indexing, 7].
Through the application of singular value decomposition
(SVD to a matrix representing a document collection, this
method finds semantically related terms in the collection.
As in the thesaurus case discussed above, a search for doc-
uments containing the termwould result in all the docu-
ments containing the terms that are related taccording

to the latent semantics analysis.



Note that both of these approaches may further aggravate™ "™

the first two problems inherent to boolean search, satze 0.8
ditional documents satisfying a query are retrieved, result-
ing in more potentially irrelevant documents. 0.6

By addressing the first of the problems, namely, reducing , ,
the set of retrieved documents, to those most relevant to the
user’s needs, the second problem is also likely to be solved. ;. »
To achieve such a reduction in the size of the result on one
hand, and an increase in its quality and relevance on the
other, a shift in the query paradigm is needed.

Terms
Appl e Bagel Cheese Knife Sesane Squash

Figure 1: Typical Term Distribution in Bagel Documents
An alternative paradigm is the use o§mmilarity query or

qguery by exampleThe user provides a sample document A user looking for documents focused on a certain theme,
that is relevant, and expects to get back other documentgoses a query by providing the number of a document she
discussing the same subject matter. Various similarity mea-considers to be representative of the specific theme. As an
sures over documents have been defined and used in applanswer to the query, our goal is to provide the user with:
cations of Information Retrieval [8, 15, 17, 22, 23, 24]. We
review some of this work in Section 5. However, most ex-
isting work does not pay much attentionexplainingwhat

it is that makes the retrieved documesitnilar. Moreover,

in many cases the similarity of the retrieved documents is
based on terms that are not necessarily central to the sub- ] ) o )
ject matter, resulting in a collection of documents which are 11€ idea underlying our probabilistic approach is that a
similar in some aspects but not the ones sought by the usert®me can be viewed as a set of independent Bernoulli dis-
tributions, one distribution for each term occurring in the

The rest the paper presents our probabilistic approach foryaahase. A document is the result of sampling from such a
finding relevant documents in a database as an instance ofgt of distributions.

the similarity query paradigm. Starting from a single exam- . o . . .
ple document, we combine the search for documents bearJO illustrate this idea, consider the documents discussing
’ bagelsin a large database of documents discussing food.

ing the same theme with the search for the terms character- ) !
izing this theme. We obtain a set of documents relevant to The complete set of terms in the database includes phrases

the subject matter and a set of terms that describe it. like appleand Squashwhich are unlikely to occur in doc-
uments discussing Bagels. It also contains terms such as

Section 2 introduces the document model and the themeCheesg Bagel and Sesame Seedhbat are highly proba-
model we use, and lists the assumptions underlying ourble to occur in a bagel document. Thus in the context of
work. Section 3 provides the algorithm we developed for “bagel documents” the Bernoulli event of generating the
simultaneously finding both the relevant documents and theword “Bagel” has, for example, a probabilityd while that
relevant terms. Experiments conducted for retrieving topic- of generating the word “apple” has a probability @01.
specific documents from a database of 32,000 Medline doc-Figure 1 demonstrates the distributions of a few terms, plot-
uments discussingiv, and their results, are described in ting terms against their probability to occur in a typical
Section 4. The results demonstrate the effectiveness of ourbagel document.

approach for both retrieving and summarizing relevantdoc- os 5 further illustration, consider the complete food
uments. Section 5 surveys related work. Section 6 outlinesdatabase, (denoted &53), as one large theme — where the

on-going work, current applications, and future directions. theme is “food”. In this case, it is easy to find for each
term,t;, a maximum likelihood estimate for its probability

2. Models and assumptions (denoted a® B;) to occur in any “food document?;

¢ alist of documents bearing the same theme as the query
document, ordered by their degree of relevance to that
theme, and

e a list of terms constituting the theme, ordered by their
degree of relevance to the theme.

We start with an informal overview of the general frame- pB;, * Pr(t; € d|d € DB)
work used, and proceed to present the formal models and

” ) # of documents in DB containing
assumptions for representing documents, themes and terms.

total # of documents in DB

@)

Our database consists of a large set of documents drawn
from a common domain. A domain may be broad (e.g. doc-
uments relating to medicine) or be somewhat restricted (e.g.
documents discussing pneumoniaHoy). Each document  2Note that the probabilities do not sum to 1. Each term corre-
in the database hasuamique numerical identifier sponds to a separate Bernoulli event.

We shall return to this distribution as part of the formal
model presentation.



If one knowsthe characteristic distribution of the Bagel Formally,p; is a conditional probability defined as:
theme, the documents in the database can be ranked ac- T def )
. A p; =Pr(t; €dldeT) .
cording to their likelihood to have been generated by the
bagel distribution, and the highest ranking documents are

the most likely to be "talking about bagels”. However, we one biased coin for each term in the database. Terms that

gg ?r?tw?tiveGsi\l/Jg: ;adr:Stgggﬂ?nne;c:; g?gg:ggigozuam:gtsotr?eare highly descriptive of the theme have coins with a high
g ' nany do - g bagels, probability of coming ugHeads while terms that are unre-
may be able to obtain sufficient statistics for estimating such

S : . lated to the theme have a low probability to comeHgads
a distribution, but all we have is a single example document. P vy

Thus, each themd], has a separate set df biased coins,

Hence. given a sinale document. our task is to find this Char_Given a set of binomial distributions associated with a
g 9 ! theme, T, each theme documedte T, is viewed as an

acteristic distribution as well as the documents that are most,

. ) = ““linstance of sampling from these distributions; In our ex-
likely to have been generated by sampling from this distri- . :

. ; . . ample, all documents discussing bagels were generated by
bution. Our algorithm starts by generating a rough approxi-

. A . tossing the set of coins that are biased according to the bagel
mation of the distribution based on the single example docu- 9 9 g

ment. It then uses an Expectation-Maximization proceduredIStrIbUtIon plotted in Figure 1.

to iteratively rank the documents based on the current distri- For any giventhemd, there is also a set of complementing

bution, and generate a new distribution based on the currenglistributions governing the documents that atgsidethis

ranking. The explicit details of the model are given below, theme,d ¢ T'. This is the probability for each term to

and the algorithm itself is discussed in Section 3. occur in documents outside the theme 42 — T'. Itis
denoted by;/" and defined as:

2.1. The document vector model ot

Let DB denote our database of documents. i =Pr(t €dld ¢ T) .

Let M denote the number of distinct terris , . .. , £} i In addition to the above two sets of theme-specific distri-

the whole database. A termy, may be a single word or  butions, we also take note of the term distributions in the

a longer phrase such as “blood pressure” or “acquired im- Complete databasé) B;, as defined by Equation 1. This is

munodeficiency syndrome”. We note that in a standard pre-the probability of each term, to occur in any documentin

processing stage, that is not describe here, all stop-word$he database, regardless of its being a theme or an off-theme

are eliminated and terms consisting of one or two consec-document, and is easily estimated from the whole database

utive words are detected and extracted. Thus we are nofS Shown before.

concerned here with any aspects of term or phrase detectiorThis distribution accounts for the fact that when a docu-
and can assume that tfi¢ distinct terms constitute all the  ment is examined, some terms in it are not meaningful in

terms occurring in the databases. determining whether it is a topic or an off-topic document;
A documentd, in the database is anf-dimensional vector, ~ these terms are a result of an arbitrary choice of words by
(di, ds, ..., dy), Where: the author. For example, the term “bagel” is higlikely to
. occur in documents discussing bagels; in contrast, the term
d; = 5did—e'{ 1 ift; € d ’ 2 “apple” is veryunlikely to occur in documents discussing
0 otherwise. bagels, although quite likely to occur in documents outside
The document vector is viewed as a resultiéfindepen-  the bagel theme. However, the term “dish” may or may not

dent binomial events. There is assumed some hidden set ofccur in any document in a food database and in both doc-

M distinct biased coins; each temphas associated with it~ uments discussing bagels and those not discussing bagel its
one such biased coili};. When generating a document occurrence is governed by the general database distribution,
for each termt; we toss the coil®;. If ¢; comes ufHeads DB, rather than by the distributions” or ¢”.

the termt; is included ind, andd; = 1, otherwised; is set  Finally, each document has some prior probabilitp; to

to 0. In our model, a theme corresponds teedof binomial be in the them@: P,=Pr(de T) .

distributions or “biased coins”, as described next. ) ) )
Under this model, for a fixed thenig, a databas®B is

2.2. The theme model viewed as a collection of documents, where each document,
A theme T, is aset of documentdiscussing a common  d, is constructed through the following process of biased
topic. As demonstrated by the bagel example above, thesampling, as illustrated in Figure 2:

topic discussed in these documents is modeled by a set ofirst a coin, OnThemén the figure), is tossed to determine
binomial distributions. Each database tetmhas a proba-  if documentd is in the theméd. Its probability for coming
bility p; to occur in documents discussing the topic, and a up heads is P;.

probability of (1 — p/’) to not occur in them. Thenfor each term¢;, a term-specific coin,fromDB; in



Toss the
OnTheme Coin
Pr(Heads)=Pd

Tails,

Heads

Toss the
FromDB: Coin
Pr(Heads)=A:

Toss the
FromDB: Coin
Pr(Heads)=A1

Jails

TailV \Heads /

For each A _
Toss the T th oss the
term, NT-Includer Coin DB_m?;TjdaeCOm T-Includer Coin
t Pr(Heads)=cu Pr(Heads)=DBx Pr(Heads)=p:
Tails yads Ty Wads Ty Wads
t1d td t1d tHd  t1d t1d

Figure 2: Stochastic Model for Generating Document

the figure) is tossed to decide if in document; is gen-

erated according to the general database distribution or ac-

cording to its specific theme/off-theme distribution. There
is one such coin for each tertyn and its probability of com-
ing upheadss \;.

Finally, the decision whether to include the term in the doc-
umentd is based on tossing one of three coins:

e The database coin for terty, (DB-Includeg in the fig-
ure), ift; is generated according to tBd distribution.

e The on-topic coin for termt;, (T-Include), if d is a
theme document, angl is generated according tg .

e The off-topic coin fort;, (NT-Include), if d is an off-
theme document, anglis generated according g .

Note that wedo knowfor each document] € D B, which
terms it contains. Thus, the result of the final events, oc-
curring in the leaves of the chart in Figure 2, are known.
However, wedo notknow which document is themedoc-
ument or which term is generated from the general distribu-
tion, D B;, as opposed to the topic-specific distributignys,
andq!. Hence, the latter events correspond to two sets of
hiddenvariables in our model:

e For each documend, € DB, there is a hidden variable
Z4 such that

7. 1 if dis atheme document
4=\ 0 otherwise.

e For each document], and term;, there is a hidden
variableZ¢ such that

d _ 1

To summarize, the complete model, denotedmyyfor a
specific themd’, consists of the following parameters:
e For each document, P; is the probability ofl to be a

theme document:

P¥Pr(z,=1) .

if d;’s value is based op? orgqf |,
if d;'s value is based oW B; .

e For each documentand termt;, \; is the probability
thatt; is generated according to the database distribu-
tion in document:

\Eprzi =0) .

e For each termt;, p! is the probability that it occurs in
a documentl, given thatd is a theme document:

p;rd:mPr(t,‘ €ddeT) .

e For each termi;, ¢! is the probability that it occurs in
a documentl, given thatd is an off-theme document:

T EPr(ti e dld ¢ T) .

e For each term¢;, DB; is its probability to occur in
a documentd within the database, regardless of the

theme: def

DB;=Pr(t €d|d € DB) .

2.3. Independence assumptions

To facilitate calculations within the model, we make the fol-
lowing conditional independence assumptions:

e For any two terms,t;, t;, their occurrence
in a document, d, is conditionally indepen-
dent of each other, given the document be-
ing a theme/off-theme document. That is:
Pr(ti € d‘tj €d, Zd) = Pr(ti € d|Zd)

This independence assumption allows the probability
of generating document given the value of the vari-
ableZ,, Pr(d|Z4) to be rewritten as the product:

M
Pr(d|Za) = [ [ Pr(6ai|Za)
i=1

e The variableZ,; and the se{Z¢} are unconditionally
independent (although they do become conditionally
dependent giver).

¢ In the work presented her#; is assumed to be inde-
pendent of the specific documehtand isthe same for
all documentsi. That is, a-priori, all documents are
equally likely to be in the theme. Obviously, under this
assumption we do not fully utilize the one query docu-
ment known to be in the theme, and the terms occurring
in it, for biasing P, in a useful way. We are currently
experimenting with a method that takes advantage of
this information. However, the work reported here does
not use this method.

Under the above model, the theme finding task reduces to
finding the modelR that best fits the documents in the
database, given that we are looking for a themeyased on

a query document;,. (We calld, thekerneldocument).

At this stage we take note of two interesting properties of
our model:



e Documents can be in more than one theme in the likelihood function, as part of the derivation of the algo-
database. Given a collection of them&s,, ..., T*, rithm. The proof is beyond the scope of this paper, and is
with respective theme distributiopg”, ¢7”, there is not given here. The rest of this section describes our esti-
some probability for any documerd, to be in any mation algorithm as an instance of the EM family.
theme 1. o

e Unlike most existing work, that deals with complete 3.1. Initialization
classification of the database topics [3, 8, 9], we con- The starting point used in our current implementation is a
centrate on finding documents for one particular theme. rough estimate of the parameters, based on the query docu-

The next section describes our algorithm for finding a themdNent. Intuitively, terms; that arerare in the database but
occur in the query document should have a high probabil-
3. Probabilistic theme-finding algorithm ity, p7, to occur in the theme, and a low probability to
Given a kernel document, our task is to find a moftel b€ generated by the general database distribution. On the
as described above, such that the probability of the modelother hand, terms occurring in the query document that are
given the databas®r(R|DB), is maximized. Thatis, we @also frequent throughout the database should have a high
want to find the most probable partition of the database into Probability, ;, to be generated by the database distribution.
documents that are in the theme and out of the theme, ac-Terms that are likely to occur in the database thatnot

cording to the parameters listed in Section 2.2. occurin the query document should have a Ipj.
Using Bayes rule, the conditional probability above is Thus, for each terny occurring in the query document, we
rewritten as: check the fraction oDB documents containing. If fewer
Pr(R|DB) = Pr(DBJR) - Pr(R) than1/1000 of the documents iDB containt;, p] is set to
Pr(DB) ' be large, and\; is set to be very small (0.002 in the exper-

iments). All termst;, occurring in more thar /1000 of the

Since the database is fixgl;(D B) is constant. Also, it is database documents (regardless of their occurrence in the
standard to assume that a-priori all mod&lsre equally ~ query document), are assignggl of 0.8, that is — they are

likely. Hence, the modeR maximizing the probability  likely to have been generated by the database distribution.
Pr(R|D B) also maximizes thékelihood Pr(DB|R), and Frequent terms that do not occur in the query document get

our task becomes that of finding the maximum likelihood & probabilityp; thatis very low (1.0e-100). The probability
modelR. of all terms to occur outside the therm?,, is initialized to

. - L . . be the same as their database frequebdy;.
This is a statistical estimation problem with a lot of miss- quendy;

ing information (recall théiddenvariablesZ, andz{). A The a-priori probability,P;, for any documentl to be a
general method for addressing such estimation problems igheme document, is fixed at initialization time in the exper-
the use of the EMHExpectation Maximizationalgorithm, iments described here, to Be)01 for all documents in the
developed for hidden Markov models by Baum [2] and gen- database.

eralized by Dempstest al.[6]. An EM algorithm starts by This initialization strategy is rather coarse and can be fur-

initializing the model parametersy,, arbitrarily or based  ther refined, but even this simple scheme leads to good re-
on some prior knowledge, and then alternates between:  gylts, as shown in Section 4.

¢ theE-stepof computing theexpected valuegy, £, and . .
1, as defined below), for the hidden variables given the 3.2. Estimating model parameters
observed databasB,B, and the current modé?, and First, as stated in Section 2, estimatiPd3; for each term
e the M-stepof finding a new modeR that maximizes  t; is straightforward according to Equation 1:
Pr(DBIR,7,£,1).

This iterative process is guaranteed, under mild condi-

tions, to provide monotonically increasing convergence of DB
Pr(DBJ|R). The algorithm presented here has the same
characteristic structure; Starting from a rough estimation wheres,; is as defined in Equation 2.

of the model parameters, based on the query document, it o . Lo

alternates between trexpectatiorstep, using the current VW& lso recall that the a-priori probability, is fixed at
model to calculate expected values for documents and termén't'al'zat!on time to be the s.ame for all documents, and is
to be in/out of the theme, and theaximizatiorstep, reesti- not reestimated by the algorithm as presented here.

mating model parameters based on the calculated expectetle now describe the estimation of the other parameters,
values. We have proved our algorithm to be an instance ofnamelyp!, ¢! andJ);, starting with theMaximizationstep

the EM algorithm, converging to a local maximum of the and following by some of the detail of tlexpectatiorstep.

# of documents in DB
o containingt; D uennOdi
' #ofdocumentsinDB  |DB|




Let R be the current model, consisting of the sets of param-

eters{p; }, {¢/'} and{);}, andR be the reestimated sets def 4 ,
of parameters$p! }, {g! } and{\;}. 1ai=Pr(Z; = 0|R,d) = Pr(Z; = 0|R,dai) -
Suppose we have executed thepectationstep, deriving By Bayes rule:
the following expected values, for each termand docu- . Pr(6s|Z% = 0,R) - Pr(Z% = 0|R)
ment,d: Pr(z =018 0ai) = Pr(64i|R) '
v4;i — Theexpectedralue of the random variabla — Z¢), o )
which is the expected value of the event that terms By definition of DB; and A;, and by decomposing
generated according to tigeneral database distribu-  Pr(d4;|R) according to the explicit values &f¢, the right-
tion, D B;, in documenti. Formally: hand-side of the above equation is rewritten as:
i = Pr(Z = 0ld, R) | Pr(Z = 0|R, 645) =
£4i — The expected value of the joint event of documént DB (1 — DB;)' %4 - \; @
being atheme documenand term; generated in it ac- Z Pr(64|Z% =1,R) - Pr(Z% = I|R)
cording to theheme-specific distributioim document N
d. Formally: to.ny
€= Pr(Zs =1A 2 =1|d,R) . The first summand in the denominator of (3) is the same as

the numerator, while the second is decomposed as:
1q; — The expected value of the joint event of document

d being anoff-theme documepnand termy; generated Pr(84i|Z! =1,R) - Pr(Z{ = 1|R)
hnogl?:q%%rg.lnlégotr?ng%):ff-theme-spemﬂc distributioin _ ZPr(édi, Za=U|Z =1, R)- (1-\)
e ZPr(Zy = 0A 28 = 1|d,R) . e
Once the above values are calculated, the model parameters = Z [Pr(dui|Za =1, 2 =1, R)-
are reestimated as: 1€{0,1}
Expectedtof database documents in whith Pr(Za =12} =1, R)] S(1=X) (4)

v is generated according to the database distribution - Tybai (1 pTY(Abai)
Ai & Total# of documents in the database  ’ [(p;)é ( p;) s b
o (@)™ - (1=g) 74 - (1—pa)] - (1-X) , (5)
Expected# of theme documentsontainingt;, in whicht;

77 is generated according to the theme/off-theme distributio \where the rewrite of expression 4 as 5 uses the indepen-
: Expectedy of theme documents inwhidh ' gence ofz¢ andZ, whend is notgiven. Similar derivation
is generated according to the theme/off-theme distributio . ¢ . -

is used for estimating;; andvy;. The whole process of
Expected of off-theme documentsontainingt;, in which  calculating the expected values, and reestimating the model

g7 « liis generated according to the theme/off-theme distributioparameters is iterated until the parameters do not (signifi-

Expected# of off-theme documents in which ;
is generated according to the theme/off-theme distributio cantly) chz.inge and convergence is reached.
4. Experiments and results

The explicit update formulae are therefore: To test the algorithm, we applied it to a subset of Medline,
consisting of 32,000 abstracts discussmgs. Standard
Z Vdi Z §ai + O Z Yai * dai stop words and terms that are very frequent (appear in more
N fepE T, d€PB gr d€PB  than1/10 of the documents) were omitted from the text.
DB Z €ai Z Yai We then picked 10 document abstracts out of this set, each
deDB deDB discussing some complication associated withs. The

Again, d4; is the indicator function defined in Equation 2. documents were picked from a list returned from a boolean
. search for specific complications, rather than completely at
3.3. Calculating the expected counts random. This is a reasonable testbed, since a typical user,
It is now left to calculate the expected values, &a:, looking for information based on an example article is likely
and ¢4;. The derivation is done through a straightfor- 5 provide a “content-bearing” example and not merely a
ward application of Bayes rule and standard algebraic ma-«ragndom” one. Note that the 10 documents were picked

nipulations, and for the sake of brevity we omit most pased on their titles alone, without examining their contents.

of it here. As an illustrative example, the derivation of Each of the 10 d ¢ dint K
~ai = Pr(Z4 = O|R, d) is given. ach of the ocuments was used in turn as a query ker-

nel, and our algorithm was used to finthemebased on it.
Using the assumption stated earlier that terms within a doc-We find the set of relevant documents, as well as the rele-
umentd areindependentf each other, we can rewrite: vant terms, starting from this one document. From now on,



died of Toxoplasmosis of the central nervous system. ORF59 protein in AIDS-associated Kaposi's sarcoma.

The most common neurological complication in patients with|| Human herpesvirus 8 (HHV-8, Kaposi's sarcoma-associ
quired immunodeficiency syndrome (AIDS) is cerebral togspl | herpesvirus, KSHV) is a new herpes virus isolated from
mosis. Patients with cerebral toxoplasmosis have chaistite|| tients with AIDS-associated Kaposi's sarcoma (AIDS-KS)eT|
findings on clinical examination and neuroimaging. Theywiex || ORF59 protein of HHV-8 has recently been shown to enc
prolonged treatment and have a considerable mortality ¥&lee|| a processivity factor (PF-8) for HHV-8-encoded DNA pol
report a case of cerebral toxoplasmosis in a foreign labeitér || merase. By immunoscreening a cDNA library derived from t
AIDS, in whom a human immunodeficiency virus (HIV) screen-HHV-8-infected cell line TY-1, ORF59 antigen was identified
ing test failed to detect-HIV infection. The patient, a 28ay-old || AIDS-KS patients. Immunoblotting revealed that recomhin
man from Thailand, presented in a confused state 2 weeky &RF59 protein reacted with sera from patients with AIDS-K
ter his arrival in Taiwan. Computed tomography showed a madsnzyme-linked immunosorbent assay (ELISA) using ORF
effect, and magnetic resonance imaging showed multipkg rip recombinant protein as the antigen revealed that 7 of 28%31
enhanced lesions in the cerebrum. Serologic tests werBveogi AIDS-KS patients and 6 of 263 (24) Japanese HIV-negativ
for anti-HIV antibody and also showed high anti-Toxoplasmaatients or healthy blood donors were positive for anti-O®R#
immunoglobulin G titers. Although symptomatic treatmertsw| antibodies. Immunohistochemistry using anti-ORF59 riahii

initiated, the patient’'s condition deteriorated rapidhdae died|| tibodies revealed that this protein was expressed in sortteeof
of multiple organ failure due to brain stem herniation a fewysl|| tumor cells found in KS tissues and that ORF59 protein was|de-
after admission. As the number of foreign laborers workimg|i tected in 11 of 22 (5%) AIDS-KS tissues. In situ hybridization
Taiwan has increased dramatically in recent years, theesssuindicated that some of KS tumor cells were positive for HH
raised by this case are the efficacy of our screening prata¢aB T1.1 mRNA in the same specimen. These data suggest
for foreign laborers and the increased occupational hazamd || ORF59 is one of the HHV-8 encoded antigens in patients w
countered by medical personnel in Taiwan. AIDS-KS and also indicated that viral replication occuriied
some of KS tumor cells.

Failure of screening to detect HIV in a foreign laborer who || Expression and antigenicity of human herpesvirus 8 encodeI
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Figure 3: Two of the abstracts used as kernels for our algorithm

we refer to each of the 10 query documents, around each othe strengths of our algorithm:

which a theme was generated, deeaneldocument. Note that the title of the second document is concerned with

Figure 3 shows the titles and abstracts for 2 of the 10 ker- diagnosis problems of complications in the central nervous
nel documents. The document on the left discusses screensystem, other than Toxoplasmosis. The document itself dis-
ing failure in an extreme case of Toxoplasmosis, which is a cusses a typical ring visible in brain MRI images, which is
severe infection associated withDs, effecting the central  an indicator for brain tumor as well as for other aids-related
nervous system. Itis often detected by the presence of a typinfections. This same ring is also discussed in the kernel
ical ring pattern in the brain image. The document on the document, since it is also an indicator for Toxoplasmosis
right discusses Kaposi’'s Sarcoma, a skin cancer common(see Figure 3 left). Our algorithm links the kernel document
in AIDS patients. In particular, the paper discusses geneticto that other document, despite the fact that the latter does
aspects of Kaposi’'s Sarcoma, related to Herpesvirus-8. not discuss Toxoplasmosis. This link can alert physicians
>;1b0ut a possible mistake in their diagnosis, if the diagnosis

For each of the 10 themes generated from the 10 kernels b . , o
Is based on the ring observed in the brain image.

our algorithm, we list the top ranking documents, where the
ranking is based on the documents probability to be in the The third document in the theme discusses encephalitis
theme,Pr(Z; = 1|d, DB, R). The higher this probability ~ which is an inflammation of the brain, detected in aids
—the more likely a document is to be a theme document. patients due to infection other than Toxoplasmosis (Try-

Figure 4 shows the titles for the 4 highest ranking docu- Panosoma cruzi). ~Again, the paper warns about mis-
diagnosis, due to similar brain image pattern in Toxoplas-

ments$ for each of the two kernels of Figure 3. The top : ; )

document corresponds in both examples to the query docy/MOsIs as in Trypanosoma cruzi.

ment itself, but this is not necessarily always the case. Atln the Kaposi’'s Sarcoma case, the kernel document specif-
times, the query document may not be the strongest repreically discusses herpesvirus 8, as it relates to Kaposi's Sar-
sentative of its own theme, causing other documents, thatcoma. The documents rankirgj¢ and 4t (as well as

are highly relevant to the same theme, to rank higher. several other high ranking documents not shown here) in-

Taking a closer look at the results for the Toxoplasmosis- deed discuss this specific topic. On the downside we note

related documents on the left of Figure 4 highlights some of that the document ranked second, discusses rare cases of
bone-based Kaposi’'s Sarcoma. The main reason for its

T high ranking despite its relative irrelevance, is it's bein
3Limiting the presentation to the 4 top documents is for thason g 9 P g

purposes only. Typically, documents ranking lower thart tha very short, consisting mostly of generic Kaposi's Sarcoma-
still highly relevant to the kernel document. related terms, and little else. There are relatively few docu-



Failure of screening to detect HIV in a foreign laborer who Expression and antigenicity of human herpesvirus 8 encoded
died of toxoplasmosis of the central nervous system. ORF59 protein in AIDS-associated Kaposi’s sarcoma.

AIDS-associated cytomegalovirus infection mimicking cen Primary intraosseous AIDS-associated Kaposi's sarcoma.
tral nervous system tumors: a diagnostic challenge. Report of two cases with initial jaw involvement.

o

Chagasic granulomatous encephalitis in immunosuppresse
patients. Computed tomography and magnetic resonang
imaging findings.

Expression of human herpesvirus-8 (HHV-8) encoded
pathogenic genes in Kaposi’s sarcoma (KS) primary lesiong

[¢)

Further confirmation of the association of human her-
Isolated homonymous lateral hemianopsia revealing centts pesvirus 8 with Kaposi’'s sarcoma.

nervous system toxoplasmosis as the initial manifestatioof
AIDS.

Figure 4: Titles of the 4 top documents retrieved for both kernels

ments in our database discussing herpesvirus together with | Toxoplasmosis theme| Kaposi's Sarcoma theme
Kaposi's sarcoma, compared with the large number of doc- toxoplasmosis associated herpesvirus
uments discussing other aspects of Kaposi's sarcoma. Doc- resonance imaging kshv

uments whose few terms are dominant Kaposi’'s sarcoma nervous system sarcoma associated
terms, gravitate toward any specific theme related to Ka- nervous human herpesvirus
posi's sarcoma, and bias it towards generalization. Control- central nervous kaposi's sarcoma
ling the search to avoid such generalization is among the | cerebral toxoplasmosis kaposi’s

issues we are currently investigating. magnetic resonance herpesvirus

The other part of the output is a list térmsrepresenta- old man sarcoma

tive of the theme. Note that simply picking the terms with central . hhv :

highest probabilityp! is not a good strategy. The terms year old aids associated

most frequent in the theme are probably the same as thoSgp s 1. Top 10 terms for each theme, ordered by decreas-
most commonly occurring in the whole database, thus areing ratiop? /q”

not good representatives of the theme. To overcome this, ) . o
we generate a list of terms that are most likely to occur in Useless, and their occurrence in the term list is redundant.

theme documentand be generated by the theme distribu- We note, however, that a human expert looking at such a
tion (Pr(Zy = 1,Z% = 1/d,t) > 0.6), as well as terms; report can easily distinguish the content-bearing terms from

for whichp? is much larger tha B, that is, terms thatare ~ the others. Future work will concentrate on ways to make
much more probable in the theme than outside the themethe term summary more descriptive of the specific topic,
Out of this restricted list we pick the ones with the high- €liminating non-informative terms, and on algorithms for
est probabilityp?’, to occur in the theme. We print these extracting meaningful phrases from the text. The use of
terms ordered by the ratjg/ /¢ so that the top terms are such methods is expected to further improve the presenta-
the ones most distinguishing the topic documents from thetion of themes to the user.

off-topic documents. An example of the lists for the two The reported results demonstrate the ability of our algo-
themes learned starting from the kernel documents of Fig-rithm to construct a set of documents with a common theme,
ure 3 is shown in Table 1. along with a content summary, starting from a single exam-
It is easily seen that the terms indicating the general con-Ple document. Experiments performed on other document
tents of each theme, appear on the lisk@plasmosis, ka- ~ Sets both in and out of Medline produce similar results.
posi’'s sarcoma, kshy a shorthand foKaposi's Sarcoma 5. Related work

Herpes Virup. Moreover, theme-specific words such as Tne work presented here is concerned with finding themes
magnetic resonance, nervous systetm in the Toxoplas-  j, 3 database of documents, based on a single example. Our
mosis case, anlluiman herpesvirus/hlin the Kaposi's Sar-  method essentially results in soft clustering of the database
coma case, are dominant as well. (Recall that the Toxoplasinio two setsnamely, the documents that bear the theme and
mosis documents deal with brain image analysis.) those that do not. We provide a brief survey of the work on
Table 1 contains some terms that are not informative (suchdocument clustering which bears some resemblance to ours,
as “year old” and “old man” — both subcomponents of the and also review some work related to finding key words
phrase % year old maf) due to their high likelihood to oc-  and hidden semantics in documents, mostly pertaining to
cur in case-report documents. Also, some grammatically- boolean queries.

correct terms, (e.g. “related herpesvirus”), are semanticallycmstering techniques can be divided into two main cat-



egories: supervisedand unsupervised In the supervised over, it prevents multiple terms from having high probabil-
case, usually referred to atassification a training set of ity since the mass over all terms has to sumto 1. In addition,
documents, labeled by their respective classes, is providedthe task Hofmann addresses is that of generatounasplete
From this data, rules for classifying unseen documents arehierarchyof clusters rather than finding documents related
learned. These rules are then applied to yet unclassifiedo a particular topic. The main drawback for a complete pre-
documents in order to form complete classes of documentscalculated clustering is that in a very large database each
based on some predefined labels. See for instance work bygluster is typically prohibitively large for a user to browse
Koller and Sahami [10, 11] for discussion of this approach. through; the smaller clusters correspond to very specific

In the unsupervised case (which is closer to our work) the {OPICS — requiring highly sophisticated queries to be spec-

complete set of documents is partitioned into sets of inter- fied by the user, (or an interactive dialog), in order to find
related clusters based on various metrics over documentdn®m- SO far, there has been no successful attempt applying

and over sets of documents. The underlying idea is to Unsupervised clustering to realistically large document sets.

keep similar documents within the same clusters, and haveClustering into two sets — the theme and off-theme docu-

the clusters themselves as distinctive as possible from eaciments —is intuitively a more manageable task, and therefore
other. Despite Voorhees’ [21] claim that little is gained from can be expected to be more easily achieved even for large
using clusters for improving retrieval when strict partitionis data sets. Our approach allows documents to be strongly
enforced over the documents set, a lot of work on documentassociated with multiple themes, multiple terms to be asso-
clustering was performed during the last decade. Some ofciated with a theme and multiple themes to be associated
it concentrating on “soft”, probabilistic clustering, in which with a term. (Note that even under soft complete cluster-

documents might be assigned to more than one cluster, withing, a document associated with multiple classes can only
a probability distribution governing the assignment. Vari- be “a little bit” associated with each of the classes, since the
ous clustering algorithms such as K-means [3], hierarchi- probabilities must sum to 1).

cal agglomeration [8], statistical and multi-valued mixture qar work in the information retrieval community relates
models [18, 16] have been applied to documents, mostly iny, rs in the context of finding terms denoting common

an attempt to build a complete hierarchy of documents. i in related documents. Work on Latent Semantics In-
Another work based on clustering similar documents with- dexing (LSI) [5] deals with finding terms related to a docu-
out building a complete hierarchy is an earlier work, done ment even when not explicitly occurring in it. This method
by the second author, areighboringn the context of Med-  is used when a collection of related documents is given, and
line [22]. In this case documents that are close togetheris useful for improving boolean queries, by finding docu-
based on a probabilistic variant of thesine coefficierdre ments that are not explicitly mentioning the query terms but
clustered into a single neighborhood, and the neighborhoodare still relevant to it. So far this method has not been ap-
of document is retrieved whenever the user looks for doc- plied to large collections of documents.

uments similar tod.  Our experience with this approach ok py Croftet al. [20, 14] concentrated on the use of
showed that in many cases, the neighboring algorithm pullsgyegian networks for representing documents and index-
together documents based on irrelevant terms, and due 19, 'them hased on terms likely to be important in them, but
the nature of the algorithm a document viewed as a neigh-y, iy approach requires a lot of unavailable information to

bor never leaves the n_e_lghborhood. In cqntrast, ouriterativey e ohtained in order to rigorously construct such networks.
algorithm lets probabilities adapt, allowing documents to . . ] o
dynamically become more or less likely to be in the theme. Another related issue is that of automatic summarization
Thus documents that seem related to the kernel documen@nd finding content-bearing words in text documents. Re-
in early iterations may not rank high in later iterations (and c€ntwork by Barzilajet al.[1] concentrates on summariz-

vice-versa), depending on which other documents are conInd related documents by finding common phrases in them,
sidered as highly relevant. in the context of news reports. This method can not be read-

ily applied to Medline abstracts in which identical mean-
ingful phrases are typically rare. Work by Magxal.[12]
takes an initial step towards finding terms which make a set
of similar documents “similar”. Their work is based on the
existence of a given metric for measuring the similarity be-
tween terms in documents. Both of these methods assume
that a set of related articles already exists, awaiting sum-
marization. It is important to note that our approaldes

not separate the task of finding themes into the two stages
of first finding the documents and then extracting the words

The work most closely related to ours in the clustering do-
main is the recent work on trduster-abstraction moddly
Hofmann [9]. He uses EM to build a hierarchy of topic-
based classes, while finding the meaningful words in clus-
ters. His document model is based on theltinomialdis-
tribution rather than the binomial. Threultinomialmodel

is often used for representing full-text documents in which
words occur multiple times. In a database of abstracts, like
Medline, a multinomial model is not as appropriate. More-



summarizing them, but rather we simultaneously build the [10] D. Koller and M. SahamiToward Optimal Feature Selectipn
set of documents and the set of characteristic terms.

6. Conclusion and future work

This paper presented a new theme-generation approach fOf12
obtaining relevant documents along with a summary justi-

(11]

fying their relevance, based on an example document. We

have applied the algorithm to document collections other

than the one presented here, (e.g. a standard collection of13]

Reuters articles), with similar success. Currently, we are

experimenting with a variety of initialization methods, and
addressing the issue of quantitative assessment of the resul{d4]
relative to a human expert.

In a particularly promising new application, [19], we use

the retrieval and summarization algorithm described here

15]

to help in the analysis of gene expression arrays, through
automated mining of the relevant bio-medical literature.
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