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Motivation

• TimeMines displays important topics in the 
corpus, and their coverage and time 
spans.

• Detects, ranks, and groups semantic 
features based on their statistical 
properties.



System Overview

• Extracting Features
• Finding Significant Features
• Grouping Significant Features

– Default model is a stationary random model: 
the occurrence of a feature does not vary with 
time.  The interesting ones are those features 
that violate the default model



Extracting Features

• Extract noun phrases and named entities 
from text
– Named entity: a person, location, organization 
– Noun phrases: matched regular expression 

(Noun|Adjective)*Noun
• All features extracted has time attached. 

We have a serious of the appearance of 
features over time.



Finding Significant Features

• Contingency table

• Perform x^2 test to determine the 
significant of the association.

• Under default model, the probability of a 
feature are the same over time. The 
results of the x^2 test are not significant 
under default model (significant level 5%)

• f0 is a feature, t0 is the time span 



Grouping Significant Features

• Many features may associated with one 
topic.

• Assumption: two features f0 and f1 have 
independent distributions implies that 
P(f0)=P(f0|f1)

• Contingency table



Evaluation
• Topic Detection and Tracking (TDT)

– CNN broadcast news and Reuters newswire from 
July 1, 1994 to June 30, 1995

– 15683 stories
• TDT-2

– ABC News, CNN, Public Radio International, Voice of 
American, the New York Times, and the Associated 
Press newswire from January 1, 1998 to June 30, 
1998

• JTAG – noun phrase
• Badger IE – named entity



TDT-1



TDT-2



Validation

• Randomization Test
– To prove the patterns are valid 
– Ran TimeMines on shuffled corpus 
– Hypothesis: A simple statistical ranking of 

term occurrence and co-occurrence can 
identify and group relevant documents into 
coherent time-dependent stories.



Validation

• Topic Based Evaluation
– Use January 1996 Facts of File as truth
– Misalignment between the corpus and the 

truth set
– Hypothesis: These stories will prove 

comprehensible and useful to human users



Feedback
• Positive

– Use simple statistical model to retrieve and correlated 
significant features

• Negative
– More detail about the x^2

• SUM_table[(observed-expected)^2/expected]
– There is no formula or any number on processing 

features (interesting to see the difference between the 
top features)

– Need a better evaluation method


