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Abstract

Software development guidelines are a set of rules which can help im-
prove the quality of software. These rules are defined on the basis of ex-
perience gained by the software development community over time. This
report discusses a set of design guidelines including design conventions,
patterns and anti-patterns for developing real-time embedded software
systems. These guidelines have been identified based on our analysis of
around 100 UML-RT models from industry and academia.
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1 Introduction

Complex distributed real-time software systems are most frequently encountered
in telecommunications, aerospace, defense and automatic control applications.
As the complexity of real-time software is continuously increasing, the design of
these systems is becoming very challenging. Model Driven Engineering (MDE)
has been introduced to mitigate this problem by allowing for systems to be
described at multiple levels of abstraction and providing automated support
for transforming and analyzing models [27]. As an example, for the analysis
and design of complex embedded software in the telecommunications industry,
an architectural description language named Real-time Object-Oriented Model-
ing (ROOM) has been presented in [66]. ROOM was aligned with the Unified
Modeling Language (UML) which gave rise to the real-time profile of UML
(UML-RT) [65]. Just like ROOM, UML-RT supports constructs for modeling
the structural and behavioral properties of a real-time system. The tool sup-
port for the development of real-time, embedded systems using Model-Driven
Engineering (MDE) and UML-RT is provided by IBM Rational Rose Real-Time
(RoseRT) [35], IBM RSA-RTE [33] and the open source tool PapyrusRT [22].

Although a large amount of research has already been conducted on the
quality evaluation of software systems, there has not been much research on
evaluating the quality aspects of models for real-time software systems. With
the goal of investigating this area, our research focuses on quality assessment of
design models for the real-time software systems. As part of this research, a set
of behavioral anti-patterns for UML-RT models is introduced in our previous
work [17]. This report extends this work and presents a comprehensive set
of model development guidelines for UML-RT including a number of model-
based design conventions, patterns and anti-patterns. During this research,
our ultimate goal is to design, implement and evaluate tool support for the
automatic detection of indicators of good or bad design based on these model
development guidelines.

This report is structured in the following way: Section 2 presents relevant
background terminology for software development guidelines in general. This is
followed by the introduction of the design guidelines for UML-RT in Section 3.
In addition to presenting model-based conventions, patterns and antipatterns,
this section also discusses a number of smells regarding duplications in UML-RT
models. Finally, a discussion on related work is presented in Section 4.

1.1 Motivation

In [36], the authors introduce a static analysis tool CodeSonar which can be
used to perform a whole-program, inter-procedural analysis on C/C++ code.
This tool checks the code for runtime exceptions and C-language library vio-
lations through a compile-time analysis, and can be used for identifying code
smells related to null-pointer dereferences, unreachable code, concurrency de-
fects in multi-threaded software, buffer overruns etc. that can result in system
crashes, memory corruption, and other serious problems. This analysis tool is

6



recommended by the United States Food and Drug Administrator (FDA) to
address the problem of defective software in medical devices [30]. In [75], a code
smell detection tool named JDeodorant is introduced in the form of an Eclipse
plugin. This tool can be used to automatically detect and remove type checking
bad smells in Java source code. In [24], the authors share their experience of
using a number of tools for code smell detection. In addition to emphasizing
the helpful nature of using these tools, they point out some of the challenges for
comparing different analysis tools.

Our research work is motivated by the success of these source code analysis
toolkits. These toolkits have proven to be successful in analyzing industrial-
strength code and are becoming part of recommended best practices. In a similar
fashion, the development of tool support for analyzing models for embedded
real time software systems could prove equally successful and influential. In
fact, during our collaboration with an industrial research partner, Ericsson Inc.,
the ongoing development of a model analyzer tool has been observed which is
believed to be very helpful for analyzing Ericsson models.

2 Background

2.1 MDE for Embedded Real-Time Systems

2.1.1 Design Model

A software design model is an abstract representation of a system. In MDE,
designing a system involves the process of deriving a design model from re-
quirement specifications from which a system can be generated more or less
automatically [32].

2.1.2 Real Time Embedded Systems

Similar to most computing systems, an embedded system consists of hardware,
software and an environment. However, the associated physical constraints do
not allow the embedded systems to follow one of the central ideas that has
enabled much of the progress in Computer Science: the separation of software
from the technical specifics of the underlying hardware allowing software to be
written in more abstract, application specific terms. In contrast, the design of
embedded systems requires the integration of essential paradigms from hardware
design, software design, and control theory in a consistent manner.

A real-time embedded system is an engineering artifact involving computa-
tion that is subject to physical constraints such as reaction constraints and
execution constraints [32]. Common reaction constraints associated with a real-
time embedded system include the specification of deadlines, throughput and
jitter which typically originate in the behavioral requirements of the system.
On the other hand, common execution constraints limit the availability of pro-
cessor speeds and power; and hardware failure rates come from the hardware
constraints of these systems [32].
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Due to the increasingly reactive and distributed nature of the complex dis-
tributed real-time software systems, data processing centers are also migrating
to the real-time domain [66]. Because of the high complexity associated with
the design and realization of these systems, development typically involves large
teams. Since it requires high initial cost for developing real time software sys-
tems, preference is given to modifying existing software instead of rewriting it
when major new requirements are identified. Therefore, a well-designed archi-
tecture is extremely important for developing real-time software systems because
in addition to simplifying the initial construction, it also facilitates the evolution
of the system [65].

The term ”real-time” covers a wide spectrum of systems ranging from purely
time-driven to purely event-driven. These systems can also be categorized as
soft real time systems and hard real time systems. In the former class, some
occasional deadline misses can be tolerated. However, it is extremely important
to follow the timing requirements in the latter class as a missed deadline can
lead to disastrous consequences such as loss of life or property [28].

2.1.3 MDE: An Approach to Deal with Complexity

Although modern programming languages as well as the supporting integrated
development environments (IDEs) have advanced significantly, developing com-
plex real-time embedded software systems using current code-centric technolo-
gies still requires grueling effort. One of the most important factors that makes
the development of complex software systems difficult is the wide conceptual gap
between the problem and implementation domains. For bridging this gap, the
MDE vision of software development has been introduced where models are the
primary artifact and computer-based technologies are used to analyze the design
models and transform them into running systems. An important objective of
MDE research is the production of technologies that protect software developers
from the complexities of the underlying implementation platform. For example,
the ROOM modeling language has been introduced based on three principles
[66]: the key modeling concepts should to be domain specific and intuitive; sup-
port should be given for automatically generating an efficient implementation
from a design model; and it should be feasible to construct and verify initially
abstract executable analysis and design models which can be refined into final
versions gradually.

2.1.4 UML-RT: The Real-Time Profile for UML

Object orientation is very effective for coping with software complexity. The
de-facto standard object-oriented modeling language, the Unified Modeling Lan-
guage (UML) is gaining interest among the real-time community. An important
feature of UML is its extensibility mechanism through the use of stereo types,
tagged values and profiles. This feature allows the UML to be extended for
representing the specificities of a particular domain. In [65], based on the con-
cepts of the field-proven ROOM modeling language, a set of structural modeling
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concepts has been defined for facilitating the specification of complex software
architectures for real-time systems. As these modeling constructs have a fully
formal semantics, the correctness of the models created using these constructs
can be verified formally. In addition, executable models can be developed using
these modeling constructs for achieving early validation of high-level design and
analysis models. The MDE tools mentioned above use UML-RT for compil-
ing design models into code and link it with the runtime system. A review of
the most important UML profiles for the development of real-time systems is
presented in [28].

However, UML-RT does not support hard real-time constraints. In [31], for
bridging the gap between a logical UML-RT model and its real-time implemen-
tation on the target platform, a schedulability analysis algorithm is modified for
making it compatible with the native runtime model of the Rose-RT tool.

2.2 Definitions and Terminology

2.2.1 Software Quality

In the area of Software Engineering, two related but distinct notions exist wher-
ever software quality is defined in a business context: software functional quality
and software structural quality. The conformance of software to a given design,
based on functional requirements or specifications is represented by the func-
tional quality [83]. It is typically enforced and measured through software test-
ing. On the other hand, the structural quality reflects the degree to which the
software is produced correctly. So, it represents how well the software complies
with the non-functional requirements such as, reliability or maintainability that
support the delivery of the functional requirements. In a code-oriented devel-
opment setting, the evaluation of software structural quality is done through
the analysis of its source code. Effectively, it determines how well the software
adheres to the sound principles of software architecture outlined in, e.g., [55].

2.2.2 Quality Attributes

For a piece of software to provide business value, the Consortium for IT Software
Quality (CISQ) has defined five major desirable structural characteristics on
the basis of ISO 9126-3 and the subsequent ISO 25000:2005 [25] quality model:
reliability, efficiency, security, maintainability and (adequate) size.

Measuring software quality is mainly motivated by two facts: risk manage-
ment and cost management. In addition to causing inconveniences, historically
software failures have caused human fatalities. An example of a programming
error that led to multiple deaths is discussed in [45]. This motivates the use
of regulations and oversight for the development of safety critical software as
found in, e.g., in medical and other devices. In addition, an application with
good structural software quality is much easier to understand and change in
response to changing business needs. Therefore, the associated costs for main-
taining such a software can be expected to be significantly less.
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The following section will discuss the techniques proposed in the literature
for achieving software quality attributes:

2.2.3 Guidelines

Software development guidelines are defined as a set of recommended best prac-
tices that can be followed by a community to improve the productivity of existing
development and to produce consistent deliverables [76]. They usually comprise
a comprehensive set of standards and practices that should be followed when
developing software (See Figure 1).

Figure 1: Classification of Relevant Terminologies

2.2.4 Conventions

Software development conventions are the standards used in a development com-
munity to improve readability and maintainability of a software system. It is
particularly important in a multi-developer project where developers can read
and understand each other’s code more easily if a set of conventions is followed
[60]. Typically conventions are recommended to be followed strictly as they are
not subject to trade-offs and typically do not have any negative impact on the
quality of the design. Full benefits of conventions can only be achieved when
all developers follow them. Conventions are not usually enforced by compilers,
but some other tools are used for ensuring their practices.

2.2.5 Principles

In contrast to conventions, software development principles can be affected by
many factors and are usually subject to trade-offs. Following a set of princi-
ples assists software developers to use the best practices for some particular
situations, but the same principles might not be very effective in some other
situations. Therefore, special care is needed for defining software development
principles to ensure appropriate use. Usually, they are defined with some pos-
sible tradeoff scenarios. Principles are typically comprised of smells, patterns
and antipatterns.
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2.2.6 Metrics

A metric is the mapping of a particular characteristic of a measured entity
to a numerical value. Software metrics are used to control the quality, size
and complexity of the software development. Metrics are usually defined with
statistical threshold values that divide the range of a metric value into different
regions. Depending on the region a metric value is in, an informed assessment
can be made about the measured entity [44].

2.2.7 Smells

In software development, a smell is any symptom in any phase of the develop-
ment that possibly indicates a deeper problem. Martin Fowler defined a smell
as a surface indication that usually corresponds to a deeper problem in the sys-
tem [26]. Smells are usually not incorrect and do not prevent the software from
functioning. So, instead of being treated as software bugs, they are considered
to be indications of weaknesses in the code or design that may slow down the
development process or increase the risk of bugs or failures in the future [78].

2.2.8 Patterns

A software pattern is a general reusable solution to a commonly occurring prob-
lem within a given context in software design. Patterns are formalized best
practices that can be used by software developers for solving common problems
when designing an application or system [82].

2.2.9 Antipatterns

An antipattern is used for describing a commonly occurring solution to a prob-
lem having some decidedly negative consequences. An antipattern is usually
described with a good alternative solution that is documented, repeatable and
proven to be effective [77].

3 Design Guidelines for UML-RT

This section introduces a set of software development guidelines for designing
UML-RT models. This set includes nine design conventions, six antipatterns
and three patterns. These guidelines are outcomes of our analysis of almost
100 UML-RT models in industry and academia. In addition to investigating a
repository of anonymized student models of a simple Electronic Warfare System
(EWS) in Royal Military College of Canada, inspecting a number of telecom-
munication models at Ericsson Inc. during a research visit of six weeks helped
us identify these design guidelines. The average size of the models we investi-
gated in the student model repository is as follows: 5 Capsules, 35 states, 71
transitions, 3 Protocols. The maximum depth of state nesting in these models
is 4. As expected, the size and complexity of the industrial models at Ericsson
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are higher than in the models of the student model repository. The maximum
depth of state nesting observed in the Ericsson models is 6.

While investigating the UML-RT models, the inspection procedure is done
manually. This is followed by several discussions of our analysis results with a
number of UML-RT practitioners from industry and academia. Based on the
important feedback received during these collaborations, we refine the outcomes
of the model analysis.

3.1 Design Conventions

In addition to the common naming conventions for different UML-RT model
elements, there exist some other design conventions which should be followed
strictly while developing real-time embedded software. This section will discuss
a set of nine design standards for UML-RT.

3.1.1 Resource Utilization

Traditionally, digital systems are classified into two categories: general-purpose
and application-specific systems. In contrast to general-purpose systems which
mainly include desktop computers, workstations, server systems etc., application-
specific systems are designed for dedicated applications. Examples of application-
specific systems can be found in process control, networking and telecommunica-
tions, home appliances, consumer-electronics devices, etc. Application-specific
systems mainly exist as integral parts of larger systems and therefore, they
are treated as embedded systems. However, considering the widespread use of
embedded systems in everyday human activities, the authors in [84] defined em-
bedded systems as application specific systems which are mass produced only.

An embedded system is a computer controlled device which is mainly de-
signed to perform specific tasks. A very large class of embedded systems, namely
the real-time embedded systems, is characterized to have time constrained behav-
ior [23]. Real-time embedded software is often subject to limited resources, con-
cerning storage capacity, internal memory, power constraints etc. [42, 23]. This
is especially true for many mobile embedded systems which are both computa-
tional and energy constrained. It is important to utilize the limited resources
available within these real-time embedded systems for the proper functioning of
the system. This section discusses four conventions related to resource utiliza-
tion in UML-RT.

Similar to the concept of code cleaning, importance of model cleaning is
significant as it improves the understandability and maintainability of the cor-
responding model. Model cleaning helps us achieve better performance by uti-
lizing system resources properly. The final two conventions mentioned in this
section are related to the proper cleaning of UML-RT models.

1. Cancellation of Timers after Their Use
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Background: The timing services in UML-RT provide users with general-
purpose timing facilities on the basis of both absolute and relative time. The
timing services can be accessed by creating a port with the pre-defined Timing
protocol. With the occurrence of a timeout event, the capsule instance that
created the timer request would receive a message with the pre-defined message
signal timeout. In order to receive the timeout message, a transition with a
trigger event for the timeout signal must be defined in the state machine of the
capsule. There are two ways available for creating timer requests in UML-RT:
One shot timer and periodic timer. A one shot timer expires only once, after
the specified time duration or at the specified time. On the other hand, periodic
timers are set to timeout repeatedly after the specified duration until the timer
is cancelled explicitly.

Convention: It is a good practice to ensure that all the timers are cancelled
properly when they are not needed anymore or before going to the shutdown
state of a capsule. Proper cancellation of a timer protects the capsule from
receiving any timeout events unexpectedly. This is truly beneficial in scenarios
when the system timer has already expired and the timeout events of other
timers are waiting in the queue to be processed. For one-shot timers, which are
defined with timer.informIn(), the request remains valid until the timeout event
is fired or the timer is cancelled. For periodic timers, which are defined with
timer.informEvery(), the timer request remains valid until it is cancelled. If a
timer is not cancelled properly, the request will keep firing even if the system is
in shutdown state. For example, a capsule can request a periodic timer which
would fire once in every second with the code below:

Timing.Request tRequest = timer.informEvery( 1000L );

Afterwards, this timer can be cancelled sometime later in the capsule be-
havior with the following method call:

timer.cancelTimer(tRequest);

This method would return true if the Timing.Request object is valid and
cancelled successfully, or false otherwise.

Rationale

• Wasting resources may exacerbate performance problems.

• Unnecessarily executing resources may cause errors.

2. Termination of Created Capsules after Their Use
Background: A capsule’s structure is represented by the specification of the

type of capsules called capsule roles that can exist in the capsule’s collaboration.
Capsule roles are strongly owned by the container capsule and consequently,
their existence is depended on the existence of the container capsule.

A capsule role can fall in any of the following three types: fixed, optional
and plug-in. If the type is specified as fixed, which is the default type, the
creation and destruction of the capsule role is automatically done with that
of the container capsule. In contrast, optional capsule roles can be created
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in the container capsule behavior after the creation of the container only if
their existence is necessary and can be destroyed before the container capsule
terminates. On the other hand, capsule roles defined with plug-in type are
mainly used as place holders for dynamic relationships if the objects that would
play the capsule roles are unknown prior to runtime. Upon receiving information
regarding these objects, appropriate capsule instances can be plugged into these
slots and the corresponding connections are established automatically.

Convention: When we create optional capsules, we can control the time
when to create and destroy the capsule instances using the Frame service ports
in UML-RT. For example, assuming the availability of a capsule role called jam-
merRole for the specification of a capsule class called Jammer and an instance
of the Frame class named frame, the following code can be used to create a new
instance of the Jammer capsule:

frame.incarnate(jammerRole, java.lang.Class.forName(Jammer));

The created Jammer capsule instance can be destroyed anytime later using
the following action code:

frame.destroy(jammerRole, 0);

Here, the second parameter indicates the zero-based index within the asso-
ciated capsule role.

If there is no possibility of reusing an incarnated capsule instance, we should
destroy it immediately after its use. However, if there is a possibility that after
creating a capsule instance, it can be reused later, we should not destroy the
capsule instance because capsule instantiation can cause runtime performance
overhead [34]. As a capsule can contain a number of other capsules, the pro-
cessing time for instantiating a capsule would depend on the number of capsule
instances, ports and state machines it recursively contains. Compared to the
instantiation of new capsule instances, importing a capsule instance is much
faster. Therefore, if there is a possibility of reusing a capsule instance, instead
of destroying it, memory should be pre-allocated for the capsule and import
should be used whenever necessary.

Rationale

• Destroying a capsule instance which will not be used again in the model
help achieve better performance.

3. Removal of Unconnected Ports
Background: In UML-RT, ports are used for communicating messages

among capsule instances of a design model. Ports are strongly owned by the
associated capsule instance as their existence is depended on the existence of
the container capsule.

Convention: It is a good practice to get rid of the ports that are not
contributing to the functionality of the system. This kind of ports can be created
for several reasons. Sometimes ports are created in the structural diagram of a
UML-RT capsule, but never been used. Also, the removal of a connector from
a structural diagram may leave a port unconnected (See Figure 2).
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Figure 2: Unconnected Ports

Rationale:

• Elimination of the unconnected capsule ports from the final model would
protect system resources from being used unnecessarily.

4. Removal of Redundant Artifacts
Background: If we consider the concept of redundancy in code-driven de-

velopment, terminologies exist in the current state of the art are dead code [86],
dead computation [1] and partial dead code [41].

Code that can never be executed at runtime are considered dead code. An
example of dead code is illustrated in Figure 3.

Figure 3: Dead Code

Similar to the concept of dead code, the modeling artifacts that will never be
reached during the execution of a UML-RT model can be considered unreach-
able. For example, in a UML-RT model behavior, if states have no incoming
transitions or transitions that can never be taken (due to triggers that will never
be matched by an incoming message or unsatisfiable guards), and if the missing
transitions are not added through specialization and inheritance, these states
can be treated as unreachable (See Figure 4).

If the model is still under development, the existence of such states will be
likely and acceptable as they can be updated as the model evolves. However,
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Figure 4: Unreachable States (a) Isolated State (b) State without any triggered
transitions

existence of these states in the final deployed model can only be considered as
waste of modeling resources and an unnecessary complication of the model. The
same is true for unreachable capsules, i.e., capsules that do not have a single
port which is connected to any other capsules.

Figure 5: Dead Computation

In contrast to the concept of dead code, dead computation refers to a code
segment that is executed during runtime, but the produced values do not have
any effect in the code behavior (See Figure 5). In UML-RT, a similar scenario
can occur if a message signal is sent from a capsule X to another capsule Y
and if the signal is never used in Y to trigger any transition events. In this
scenario, the sending of the message signal in capsule X can be considered dead
computation as it is not actually affecting the modeling behavior.

Another form of redundancy in a UML-RT model is the existence of unused
state entry and exit points in the model behavior. Entry and exit points are
used for connecting transitions at different levels of a state machine hierarchy.
A composite state is entered via a transition chain formed by an incoming
transition to an entry point on the boundary of the composite state and a
second transition originating at that entry point. In contrast, a composite state
is exited if an outgoing transition from any of its substates targeting an exit
point of the composite state gets triggered. The use of these modeling artifacts
is encouraged as it makes the state machine more modular with the entry and
the exit points on the boundary of a composite state serving as ‘openings’,
connecting the inside with the outside of the state. IBM RSA RTE supports
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entry and exit points by, e.g., creating them automatically whenever a simple
state with incoming or outgoing transitions is converted to a composite state.
Sometimes a number of entry and exit points can be left unused accidentally in
the final model (See Figure 4 (b)). This could happen if we change the target
of an incoming transition of a composite state from the entry point to the edge
of the composite state and the source of an outgoing transition of a composite
state from an exit point to the edge of the state.

Convention: In general, it is a good practice to remove these artifacts
from the final model as they do not have any influence on the model outcomes.
However, exceptions can be made if these redundant artifacts are planned to be
used as the model evolves.

Rationale

• Removal of redundant artifacts from a model would keep the model clean.
This would, in turn, improve the understandability of the model and ensure
better utilization of system resources.

3.1.2 UML-RT Transitions: Best Practices

A UML-RT transition is used for illustrating the relationship between a source
state and a destination state. When an object in the source state receives a
specific event and certain conditions are fulfilled, the execution follows the as-
sociated outgoing transition and moves to the destination state. This section
introduces two conventions regarding UML-RT transitions.

1. Proper Use of Initial Transitions

Background: In a state machine diagram, an initial state is a pseudo-state
which explicitly shows the beginning of the state machine. The transition that
connects the initial state with a sub-state is called the initial transition of the
state machine. The presence of an initial transition in a state is optional. But,
if it exists in a state, it is the first transition taken in that state. Only one
initial state and only one initial transition is allowed in each state diagram.
Developers are allowed to include action code in the initial transition of a state;
but, other features of a transition such as guard conditions and trigger events
are not allowed to be included.

Convention: It is a good practice to take special care while creating an
initial transition. If we have multiple capsules in a system design, during the
execution of the initial transition of a capsule it could be possible that other
capsules have not been created yet. This is especially true for the top level state
diagram design of a capsule. For instance, if operations are initiated that have
dependencies on other capsules, the operation might fail due to the absence of
receiver capsules. More concretely, if a signal is sent in the initial transition
and requires the creation and proper initialization of other capsules, it will get
lost if the receiver capsule has not been created yet. Therefore, the use of
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operations that need a capsule to rely on other capsules should be avoided in
the initial transition. However, as an exception to this scenario, a capsule can
rely on its fixed contained capsules as their existence is guaranteed before the
execution of the initial transition in the parent capsule. In addition, if a proper
start coordination is implemented which ensures the creation of certain capsules
before the initialization of a capsule, the above mentioned restrictions do not
apply.

Rationale:

• Practice of this convention prevents potential erroneous situations that
can occur during the start-up process of a system.

2. Use of Internal Self-transitions Instead of External

Background: Self-transitions have identical source and target states. There
are mainly two types of self-transitions available in UML-RT: self-internal and
self-external. The difference between these two types lies in the execution be-
havior of the entry and exit code of the enclosing state. In case of external
self-transitions, entry and exit code associated with the enclosing state get ex-
ecuted. On the other hand, entry and exit code of self-internal transitions do
not get executed. This slight difference in their behavior makes these two types
of self-transitions to be used alternatively with minor changes in the design of
the associated state machine diagram.

Convention: It is a good practice to use internal self-transitions instead
of using external ones for achieving better performance. The code generator
automatically generates extra lines of code for entry and exit code if a self-
external transition is used (See Figure 6).

Figure 6: Generated code for a) internal self-transition and b) external self-
transition

Rationale:

• As the generated code for an internal self-transition does not contain any
dead computations [1], it would give us improved performance.

3.1.3 Conjugation of Server-side Ports in a Binary Protocol

Background: In UML-RT, instances of a port are used for communicating
messages between capsule instances. The type of a port is defined with a protocol
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role which specifies the type of messages that can be sent to and from the
port. Depending on the view of the participants of a particular communication
scenario, the sets of sent and received messages are different. All the views
of a communication are specified by a protocol instance, and instances of a
protocol role represent each of these different views. During the creation of a
port, we must specify the protocol role the port is going to represent. For being
allowed to communicate with each other, two ports in a protocol must have to
be compatible; i.e., every signal in the set of outgoing signals in one protocol
role must be in the set of incoming signals of the protocol role in the other end.
Each protocol role can have additional signals for the incoming set.

There exist only two protocol roles in a binary protocol : base and conjugate.
The incoming and outgoing sets of signals of the base role in a binary protocol
are identical to the outgoing and incoming sets of the conjugate role respec-
tively. Therefore, binary protocols can be specified using only one role: i.e., the
base role; the conjugate can be derived from the base role just by inverting the
incoming and outgoing sets. This inversion operation is known as the conjuga-
tion. The MDE tools such as IBM RSA RTE and IBM Rose RT support only
binary protocols.

Figure 7: Server-side Conjugation

Convention: In a client-server communication pattern, the clients should
be initiating the interaction by sending requests towards the server which is
the port that is being published. Conjugation of client side ports will not lead
us to an erroneous state, rather it is a convention to conjugate the server side
port which guarantees that the naming of ports and protocols is consistent. In
addition to this benefit, conjugating the server side of a connection reduces the
modeling effort. By default, ports are not conjugated, and as there are usually

19



more client ports than server ports, it requires fewer steps in a client-server
pattern since only one server port needs to be conjugated (See Figure 7).

Rationale:

• The practice of server-side conjugation keeps the naming of protocols and
signals consistent throughout the model.

• Improvement of understandability and maintainability of the design model.

• Reduction in modeling effort.

3.1.4 Avoid Unnecessary Use of Active Classes

Background: An active class in UML-RT is a capsule which is the fundamental
modeling element of embedded real-time systems. A capsule is used to represent
independent flows of control in a system. A capsule and a passive class have
some common properties such as operations and attributes. Similar to a class,
a capsule can also participate in dependency, generalization and association
relationships. However, capsules can have some specialized properties such as
ports, capsule roles etc which distinguish them from passive classes. Ports and
capsule roles of an active class in UML-RT are mainly used for enhancing the
modeling capabilities of the structure of the classes. A capsule can also have
state machines for modeling the behavior of the classes. A passive class is an
ordinary class which does not need to have its own thread of execution. On the
other hand, each capsule instance has its own logical thread of control, though
it may share an actual processing thread, known as a physical thread, with other
instances.

Convention: Generally, passive classes are used to store and manipulate
information in the system, whereas capsules provide coordinating behavior in
the system. Therefore, some of the use cases which involve only the simple
manipulation of stored information can be implemented without using capsule
objects. The use of capsule objects is necessary for implementing more complex
use cases which require one or more capsule objects to coordinate the behavior
of other objects in the system.

Rationale:

• As function calls are much faster than signal communications, the replace-
ment of capsule classes with passive classes, wherever appropriate, would
increase the performance of the system.

• Also, passive classes require fewer resources.

3.1.5 Improvement of Visualization in UML-RT Diagrams

Background: In a UML-RT design model, it is possible to decompose a large
diagram into several smaller diagrams. For example, a number of class dia-
grams can be used instead of using a single one for showing relationships among
different modeling artifacts such as capsule classes, protocols, passive classes
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etc. With the availability of hierarchical state machines in UML-RT, it is also
possible to decompose the behavioral design of a UML-RT capsule at multiple
levels of abstraction instead of putting all the states at a single level.

Another useful feature we have observed in well-known UML-RT develop-
ment tools such as IBM Rational Rose RT and IBM RSA RTE is the capability
of customizing the display of class diagrams without having any effects in the
actual model. To be precise, visualization may suppress model elements without
actually deleting them from the model. To understand a design model properly,
it is important to keep the diagrams of the design model as simple as possible.

Convention: If a large number of artifacts are placed in a single class
diagram while designing a real-time embedded system, the understandability of
that model would be highly affected. As it is pointed out in [10], if a diagram is
too large, the audience may find it difficult to see where to focus on and can lose
interest eventually. Therefore, it is a good idea to divide large class diagrams into
several smaller diagrams. For example, a separate class diagram can be used for
showing the inheritance relationships among different UML-RT artifacts such as
capsules, protocols, passive classes etc. Consequently, these relationships would
not be mixed up with other class diagrams which are mainly used to show the
communication relationships among different capsule classes. The same is true
for the behavioral design of a UML-RT model where we should utilize the feature
of hierarchical state machines to avoid a simple state to become too complex to
understand.

In addition, only important relations should be shown in a class diagram. As
a relation can be deleted from the visualization without actually deleting it from
the model, we can often reduce the visualization complexity associated with a
class diagram by hiding operations and attribute lists from the corresponding
active and passive classes. While this can make the view of a class diagram
inconsistent with respect to the actual model, careful use of this feature in ad-
dition to providing appropriate documentations can greatly improve the overall
understandability of the model. It is also worth mentioning that, as per our
observation in the above-mentioned UML-RT development tools, this feature is
not available in the structure diagram and the state diagram of a UML-RT cap-
sule: it is not possible to delete elements from these diagrams without changing
the actual model.

Some other ways to improve visualization include minimizing crossing lines
as much as we can, making the lines showing relationships among different
artifacts in a class diagram or in a state diagram either horizontal or vertical
and creating elements of similar sizes wherever possible [10]. In addition, in
all the inheritance and the containment relationships of a model, it would be a
good idea to follow a convention to put parents and owner elements of the model
in upward position of the diagram. It would enforce better understandability of
the inheritance and containment hierarchies of the corresponding model.

Rationale:

• Better visualization of a diagram can greatly improve the understandability
of the model.
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3.2 Antipatterns

3.2.1 Incorrect Use of Group Transitions

Background: Group transitions are defined as transitions that originate from
composite states. They can be considered as common transitions from all the
sub-states within the composite state. Therefore, with the use of a group transi-
tion, any common behavior involving equivalent transitions from every sub-state
of a composite state can be represented by a single transition originating from
the containing hierarchical state.

General Form:

Figure 8: Misuse of Group Transition

Let us consider the scenario of a microwave oven introduced in Figure 8. In
this figure, with the triggering of the event warmUP, we can go to the composite
state Microwave from the Cold-Food state. Inside Microwave, three sub-states
are introduced to represent different states of the microwave oven such as Door-
Closed, Door-Opened and Operating. Once the food has been warmed up, a
group transition from the Microwave state named warmed can take us to the
Serve-Food state.

Now, in this design choice, according to the requirement specification, the
system can go to the Serve-Food state only when the microwave oven is in
the Door-Opened state. The design solution introduced in this figure would
not cause the system to fail, rather misuse of group transition in this figure
would allow the possibility of the system to go to the Serve-Food state directly
from any of the sub-states of the enclosing Microwave state. Therefore, the
understandability of this design choice is reduced and it can be considered to
have degraded quality.

Symptoms

• Unnecessary use of group transition while a normal transition can better
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serve the purpose.

Consequences

• Negatively affect the understandability of the associated model.

• The antipattern solution allows for erroneous behavior as it does not elim-
inate the possibility of going to the Serve-Food state directly from the
Door-Closed and the Operating states.

Refactored Solution:

Figure 9: Refactor Solution for the Wrong Use of Group Transition

The understandability issue of the design solution in Figure 8 can be elim-
inated by replacing the group transition with a normal transition from the
Door-Opened state. As we can see in Figure 9, an outgoing transition warmed
is introduced from the Door-opened state which is responsible for taking the
system from the Microwave state to the Serve-Food state.

3.2.2 Incorrect Use of One-shot Timers

Background: There are two kinds of timers available in UML-RT: One shot
timer and periodic timer. The difference between these two types of timers
lies on their expiration behavior. One shot timers can expire only once, at any
absolute time, or once the specified time duration is over. In contrast, after
starting up a periodic timer, it times out repeatedly at the end of the specified
period until being cancelled explicitly.
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General Form: One shot timers are designed to be used only once, for
triggering an event for a single time. However, as we can see in Figure 10, a one
shot timer can be used for implementing the functionality of a periodic timer
as well.

Figure 10: Use of a one-shot timer as a periodic timer

Figure 10 illustrates the top-level behavior of a Controller capsule which
is responsible for sending out status requests to other capsules of the system:
Receiver and Jammer. In this design choice, at first, a one shot timer named
statusTimer is set in the toOperate transition. Once this timer expires after
the specified time period, the self-transition ‘statusRequest’ will fire and the
Controller will send out status requests to the other capsules. However, before
sending out the status requests, the one shot timer statusTimer is set once
again in the first line of the action code of the statusRequest transition. The
intention is to get the statusTimer fired periodically for requesting statuses from
the other capsules of the system on a regular basis until the system transitions
to the Shutdown state. With a high-level look, everything seems quite fine with
this design and one may wonder, what could be possibly wrong with this design
choice that makes it an antipattern solution!

When a one-shot timer is used for serving the purpose of a periodic timer,
every time the timer expires, it must have to be reset before being employed
again. So, in the case of repeated timeouts, the amount of extra time that would
be needed to process each timeout and request a new timer could cause slight
delay in the intended timing of the associated behavior.

For exploring the effects of using one-shot timers as periodic timers we ran
an experiment using the model behavior depicted in Figure 10. Both one-shot
and periodic timers are used in two different phases of the experiment with the
intention to be fired on every 50 milliseconds. The total system time is set
to 600 milliseconds and the system will shutdown once the system timer fires.
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The number of times the timers can fire within the system timer period is 12.
The experiment is done using the Rational RSA-RTE tool on a Windows 8.0
machine having Intel Quad Core 2.66 GHZ CPU and 4.00 GB of RAM.

Figure 11: Comparison of One-shot and Periodic Timers: Timeout interval is
50 milliseconds

As we can see in Figure 11, the average time period for firing the one-shot
timer is approximately 55.43 milliseconds. In contrast, the average time period
for firing the periodic timer is very close to 50 milliseconds. This is because if a
one-shot timer is used for implementing the functionality of a periodic timer, it
takes around 6 milliseconds on average for the timer to be created again after
its expiration. In Figure 11, a row labeled with step#n shows the actual time
elapsed between the (n-1)-th and the n-th timer expiration events for both types
of timers. The corresponding timeline diagram is shown in Figure 12 where rti
and ati represent the required timing point and the actual timing point during
the receipt of the i-th timer expiration event. As we can see in these figures,
due to the extra time taken to create the one-shot timer after its expiration, two
required timer expiration events have been missed within a total system time
of 600 milliseconds.

This deviation of actual timing from the timing requirement specification
could force any soft real time systems to have degraded quality. However, its
influence can be extremely significant in the design of a hard real time system
where it is very important to maintain real-time aspects of the system behavior
strictly for avoiding any potential system failures or health hazards.

Symptoms:

• Design of periodic timers using one-shot timers.

Consequences:

• Compromising the real-time aspects of the system behavior would result
in a system with degraded quality.
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Figure 12: For a timeout interval of 50 milliseconds, the required and the actual
time taken by (a) One-shot timer (b) Periodic timer

Known Exceptions The effects of this timing requirement violation is re-
markably noticeable when the timer is required to be fired repeatedly on a
relatively smaller timeout period. However, if the required timeout interval is
significantly higher than the time it takes to reset a one-shot timer (around 6
milliseconds), the degradation in model quality would not be that much notice-
able.

Refactored Solution: The problem introduced in the antipattern solution
can be resolved by the use of a periodic timer in UML-RT. A periodic timer is
designed to be fired repeatedly after a specified time duration until it has been
cancelled explicitly. Therefore, in contrast to one-shot timers, periodic timers
are not required to be reset after each expiration. Consequently, using periodic
timers instead of one-shot timers for firing an event periodically would improve
the timing accuracy we would get (See Figure 11 and 12).

3.2.3 Misuse of Guard Conditions

Background: The relationship between a source and a target state is specified
using a transition. A transition can have three different parts: event triggers for
defining the associated interface and event pair that will cause the transition
to be fired; action code for, e.g., performing operation calls, create and destroy
other objects and send signals to other objects; and a guard condition which
will be evaluated once the transition is triggered.

A guard condition is a Boolean expression optionally associated with a tran-
sition which decides if the transition would be taken or not once it gets triggered.
If a guard is not specified, the default evaluation result would be true and the
transition can be taken immediately after getting triggered. However, if a guard
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condition is set, it must evaluate to true in order for the transition to be fired.
General Form: Let us consider the scenario of Figure 13 which illustrates

the design of a microwave oven that takes user input for going to any of the
following modes of operation:Popcorn, Potato, Warm, Door-Opened. Once the
system receives user input for going to any particular operating mode while it is
in the Door-Closed state, the transition associated with a valid guard condition
will be executed for taking the system to the corresponding operational state.
From the model visualization of this design choice, it is impossible to understand
the execution behavior that would take the system from the Door-Closed state
to the other states.

Figure 13: Misuse of Guard Conditions

Symptoms and Consequences:

• Use of guard conditions in multiple outgoing transitions from a state.

• Reduces the understandability of the corresponding design model.

Refactored Solution: The problem associated with the antipattern solu-
tion can be refactored by employing a choice-point in the design model. As we
can see in Figure 14, due to the use of the choice-point CP, it is quite apparent
that the execution behavior would depend on user-input while the microwave is
in the Door-Closed state.

Known Exceptions: Guard conditions are very helpful if we want to check
the validity of a condition before executing a transition once the event trigger
associated with the transition is fired. However, when we have a choice to
use a choice-point instead of guard conditions, we should use choice-point as it
improves the understandability of the design model.

3.2.4 Hidden States

UML-RT state machine diagram supports two types of states: simple and com-
posite. A simple state is defined as a state that does not contain any other states
inside. In contrast, a composite state is defined as a state composed of other
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Figure 14: Replacement of Guards with a Choice-point

states, called sub-states. Support of hierarchical state machines in UML-RT
allows us to model complex state machine behavior by describing a system at
multiple levels of abstraction.

The main advantage of using model-driven development over code-driven
development is the potential for significant improvement in understandability.
For example, a state represents a specific stage of the life-time of an object where
it is ready to handle specific events [11, 47, 4]. The use of states in the behavioral
diagram of UML-RT models allows us to capture the states an object is passing
through and how its potential for interacting with other objects changes as a
result.

A common problem regarding the behavioral design of a system is the ab-
sence of state elements where it is appropriate. This problem appears in two
forms: absence of appropriate super-states and absence of enough sub-states.
The following two subsections will discuss these two forms of hidden states in a
UML-RT design model.

1. Hidden Super States

General Form: Let us consider the scenario of Figure 15. This figure
illustrates the high level behavior of a personal computer (PC). A PC can be
in the Off state which represents the scenario when the PC is turned off. Once
the PC is turned on, it can be in any of the following states: Active, Inactive
and Crashed.

In the design of Figure 15, all the four states associated with the behavior
of the PC are placed in the same abstraction level. With the triggering of the
toActive event, we can move to the Active state. Once the system is in the
Active state, after a certain period of inactivity, the toInactive event will be
fired and the system will be in the Inactive state. The system can go to the
Crashed state if the system is crashed while it is in either the Active or the
Inactive state. The system can also come back to the Off state if the toOff
transition is fired while the system is in any of the Active or the Inactive states.
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Figure 15: Wrong Use of State Abstraction

We note that the model contains duplicated model elements. For example,
the events that take the system from the Active and the Inactive states to the
Crashed state are identical. The same is true for the events that take the system
back to the Off state from the Active and the Inactive states. Presence of these
redundancies gives us the hint that the design can be improved by removing
redundancy and explicitly showing the relationship between UML states by
grouping them.

Symptoms:

• Presence of duplication in the behavioral design of a UML-RT model. The
duplication typically involves outgoing transitions from multiple states in
the same level of abstraction having identical event triggers, guards and
action code.

• Little or no use of state nesting.

• If being in a state has to do with a certain property being true and the sys-
tem behaving in a certain way, then affected states would share properties
and behavior.

Consequences:

• Unnecessary duplication can make the system hard to maintain as any fu-
ture changes in the duplicated elements would require to make the changes
separately in all the elements.

• Wrong use of state abstraction would make the system harder to under-
stand because the fact that a group of states share invariants and the
ability to respond to the same set of messages in the same way, is not
captured explicitly.

Refactored Solution: The existence of identical outgoing behaviors from
both of the Active and the Inactive states gives us the indication that these
two states actually belong to the same phase in the lifecycle of the object: the
phase in which the system is ‘on’. Consequently, the antipattern solution can
be improved by nesting these two states inside a composite state. In Figure
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Figure 16: Proper Use of State Abstraction

16, a new composite state On is created in the top level behavior of PC which
is composed of Active and Inactive states. Now, instead of having redundant
outgoing transitions in the state diagram, two outgoing group transitions from
the On state are used for taking the system to the Off and the Crashed state.

Consequences:

• The enforcement of the refactored solution would greatly improve the
maintainability and the understandability of the design model.

• Unnecessary redundancy is eliminated from the design model.

2. Hidden Sub States
General Form: Let us consider the behavioral design choice of an adaptive

cruise control software presented in Figure 17.

Figure 17: Existence of Hidden States in a Model

To be precise, this design choice is responsible for activating different states
of a cruise control such as accelerate, brake and idle depending on the value of
the following two variables: speed and distance. The conditions for activating
these states are as follows:

30



Accelerate: g1 = (Speed < 80 km and Distance > 10 m)
Brake: g2 = (Speed > 120 km or Distance < 3 m)
Idle: g3 = ¬(g1 ∨ g2)

Now, as we can see in Figure 17, instead of using the actual state elements,
all the above mentioned states are represented using self-transitions and flag
variables. Consequently, some crucial properties of the design remain hidden in
this design choice, i.e., the opportunity to explicitly show circumstances where
state changes occur and what properties the attribute values must satisfy in
each state is lost.

Symptoms:

• Attributes are used to encode important phases during the execution of
an object.

Consequences:

• The design becomes more complex because the determination if the ob-
ject is in a hidden substate may require the use of complex constraints
on attributes. Together with the fact that important information about
the object and its behavior is hidden, this complexity impacts the under-
standability and maintainability of the model negatively.

Figure 18: Refactoring Hidden States

Refactored Solution: The antipattern solution can be improved by mak-
ing the hidden states visible. As we can see in Figure 18, the understandability
issue of the antipattern solution is resolved by representing the hidden states
explicitly. The attached note to each of the state elements having state invari-
ants illustrates the crucial system properties represented by the state elements.
More precisely, the explicit interactions among these states make this design
choice easier to understand and maintain.
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3.2.5 Pitfalls of Using Promote/Demote Operations in UML-RT In-
heritance

Background: UML-RT supports features of promoting and demoting proto-
col signals, capsule and protocol state machine elements and capsule structure
elements such as ports, capsule roles etc. As an example, demoting a port
from a capsule would remove it from the generalizing capsule class structure
and would move it into each of its sub-capsule classes. Consequently, the port
becomes part of the sub-capsule structure and would no longer be inherited by
the sub-capsules from the super-capsule class. In contrast, promoting a state in
a sub-capsule behavior moves it into the super-capsule state machine and as a
result, it is inherited by all the sub-capsules of the super-capsule.

General Form: Let us consider the example of Figure 19. Here, we have
a super capsule which is inherited by two sub-capsule classes: Sub1 and Sub2.
Sub1 has two integer attributes defined within its definition: yVal (=10) and
zVal(=20), whereas the only attribute defined in Sub2 is zVal (=11). Now,
if we promote the zVal attribute of Sub1, it will become an attribute of the
SuperCapsule. As a result, as Sub2 is inheriting from the SuperCapsule, it will
have two instances of zVal and thus the understandability of this design model
will be affected.

Figure 19: Inheritance in UML-RT

In addition, if we try to promote zVal attribute from the Sub2 capsule, the
system will allow us to do that. But as there is already a variable defined with
the same name in SuperCapsule, it will throw errors during compilation. There-
fore, special care should be taken while using promote or demote operations in
the UML-RT inheritance hierarchy.

Symptoms and Consequences
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• Promotion and demotion of elements of the same type with the same name
in different places of the same inheritance hierarchy.

• Affects the understandability of the design model.

• If we end up with two identical elements inside the same artifact, the
model will not be well formed anymore.

3.2.6 Inappropriate Modeling Scope

Background: In code-driven development, the term scope mainly refers to the
code region in which declared entities are visible. For instance, the scope of a
variable defines the part of a computer program where the variable is visible.
Variables can have any of the following two scopes: global and local [69]. While
declaring a variable once with the global scope makes it accessible in the entire
program, a local variable can be accessed only in the block where it is declared.

If global scope is used in code, the code can become hard to understand
because the corresponding variables can be used and updated anywhere in the
program. In addition, the use of global scope makes the code error-prone as
global variables are accessible to all threads of execution and consequently, the
code will not remain thread-safe [16, 63]. Considering the lack of understand-
ability in code where global variables are used, the authors in [85] suggested
the removal of global variables from all higher level programming languages.
Similar to this convention, it is a good design choice to avoid unnecessary use
of global scope in model-driven development as well.

General Form: Let us consider the example of Figure 20 where two cap-
sules Second and GrandChild 1 are communicating with each other using the
protocol Pro Second GC1. The Second capsule is contained by the Container
capsule and the only capsule it is communicating with is the GrandChild 1. On
the other hand, the GrandChild 1 is located three levels deep from the Con-
tainer capsule. To be precise, the Container capsule contains the Parent capsule
which is the owner of the capsule Child 1 that contains GrandChild 1. Conse-
quently, for the communication to happen between Second and GrandChild 1,
the message signals will have to go through ports in three different levels before
reaching the destination.

Symptoms:

• Existence of capsules unnecessarily defined with larger scopes.

Consequences

• Real time aspects would be affected as travelling through multiple ports
would require extra time.

• Unnecessary use of system resources.

Known Exception: Although it is a good practice to avoid using global
variables in code-driven development, in situations where global variables rep-
resent facilities that truly need to be available in the entire program, use of
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Figure 20: Global Capsule Scope in UML-RT

the global scope simplifies the code [16]. Similarly, in the above example, if
the Second capsule needs to communicate with other capsules as per design
requirement, it would be better to have the antipattern solution.

Refactor Solution:
The antipattern solution can be refactored by changing the scope of the

Second capsule. This can be done by changing the owner of this capsule (See
Figure 21).

Consequences:

• Improves understandability.

• Performance would be improved.

3.3 Patterns

3.3.1 Status Monitoring Scenario

Intent: This pattern illustrates a general reusable solution for monitoring sta-
tuses of a set of systems.

Problem: In a design model, it is very common to use a system monitor
which sends out status requests to different components of the system. Once
the system monitor receives responses from the components, generally, it reports
these responses to the system controller.

Let us consider the status monitoring scenario in an Electronic Warfare Sys-
tem which has four capsules: Controller, Receiver, Jammer and State-Monitor.
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Figure 21: Refactored Capsule Scope

Figure 22: State Monitoring - Wrong approach

According to the requirement specification, the Controller capsule would request
the State-Monitor capsule to monitor the status information of the Receiver and
the Jammer capsules periodically. After receiving the status information, the
Status-Monitor capsule should report this information to the Controller.

One possible realization of this capability is illustrated in Figure 22. As we
can see in this figure, we have three states in the top level behavior of the State-
monitor capsule: Idle, ObtainSubsystemState and ReportSubsystemState. As
the name implies, ObtainSubsystemState is focused on retrieving statuses from
all the subsystems associated with this system design: Receiver and Jammer ;
and ReportSubsystemState is focused on reporting this status information to
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the Controller. As we can see in this design choice, for retrieving statuses from
these subsystems two other states are created inside the ObtainSubsystemState:
ObtainRxState and ObtainJxState (See Figure 23).

Figure 23: Obtaining Statuses from Receiver and Jammer

After sending out status requests to the Receiver subsystem, the system
waits in the ObtainRxState for retrieving a response from the Receiver. Once
it gets response from the Receiver, it sends out a status request to the Jammer
and waits in the ObtainJxState for getting response from the Jammer. Finally,
after retrieving status information from both of the subsystems, the system
goes to the ReportSubsystem state for reporting this status information to the
Controller and once it gets an acknowledgement from the Controller, the system
goes back to the Idle state where it waits for the next status request timer to
be fired.

Figure 24: Pattern Solution for State Monitoring

One major problem with this solution is the large number of extra states
required. For example, if Status-Monitor is used for monitoring 50 system
components, the use of this solution would force us to use 50 extra states un-
necessarily.
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In addition, although the ordering of signal communication is not impor-
tant here, this particular design solution enforces some ordering in the signal
communication and this enforcement is done with the use of some extra states
inside the ObtainSubsystemState.

Symptoms

• The number of extra states needed for implementing the status monitoring
mechanism following the approaches illustrated in this solution is equal to
number of system components intended to be monitored.

• The order in which requests are sent and responses are received is unnec-
essarily specific and restrictive.

• Wait time for getting a response is unbounded.

Consequences

• Use of extra state elements and unnecessary ordering in signal communi-
cation would have a negative impact on system performance.

• Unbounded wait time for getting responses from other capsules would
increase the level of coupling in the design model. Consequently, the
robustness of the system could be compromised.

Solution: The main problem associated with the problematic solution is the
enforcement of signal ordering even if it is not needed. Therefore, the refactored
solution to this problem, which is depicted by Figure 24, focuses on eliminating
this issue by using a self-transition.

Figure 24 illustrates the top level behavior of the Status-Monitor capsule. As
we can see in this figure, the Status-Monitor capsule sends out status requests to
all the components from the reqStatus transition. Now, once the system is in the
ObtainSubsystemState state, it waits there for a certain amount of time which
is controlled by a timer to retrieve status information from all the associated
components. Once the timer fires, the system transitions to the ReportSub-
systemState state where it reports the status information to the Controller. If
status information from any of the component is missing, the Controller would
take actions accordingly for fixing the problem.

Consequences:

• The refactored solution increases simplicity as we can send out status
requests to all the components from a single state.

• The refactored solution eliminates the problem introduced by unnecessary
ordering in signal communication by sending all the status requests from
a single state.

• One trade-off associated with the pattern solution is the necessity for some
extra implementation in the Controller side for resolving potential issues
regarding missing responses.
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• Another trade-off is the requirement for selecting an appropriate value
for the extra timer used in the refactored solution. This would include
possibly some extra maintenance effort.

3.3.2 Proper Use of System Timers

Intent: This pattern discusses the proper use of a system timer for controlling
the operating period of a system.

Problem: Let us consider a system which is intended to run for 60 sec-
onds as per the requirement specifications. One possible design of this system is
depicted in Figure 25 which represents the top level behavior of the System Con-
troller. In this design choice two timers are used in the system design: startup
timer and shutdown timer. The Startup timer gives the System Controller some
time (5 seconds) for starting up other components before going to the Operating
state, whereas the shutdown timer controls the actual system operating time.

Figure 25: Wrong Placement of System Timer

In the design of Figure 25, both of these timers are placed in the action code
of the Initial transition. Consequently, once the startup timer fires, the system
reaches the Operating state and instead of having an operating period of 60
seconds, which is part of the requirements, it actually runs for 55 seconds and
thus violates the requirement specifications.

Symptoms:

• Instantiation of system timers that control the system runtime before the
system actually starts operating.

Consequences:

• This design choice may cause the violation of timing requirements.

Solution:
The problems associated with the problematic solution can be eliminated

by moving the instantiation of the shutdown timer from the action code of the
Initial transition to the action code of the toOperate transition (See Figure 26).

Consequences:

• The system will follow the timing requirement specifications and would
actually run for the time period it is supposed to be run.
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Figure 26: Proper Placement of System Timer

3.3.3 Separation of Responsibilities

Intent: This pattern represents an approach to distribute responsibilities among
multiple ports, which in turn allows the protocols to be cohesive and thin.

Problem: It is a common practice to define multiple roles in a single port
of a capsule. Let us consider the example of Figure 27 where the Controller is
communicating with two other capsules using a single port controllerR1. Conse-
quently, this Controller port has dual responsibilities which may affect the size
and structure of the associated protocol. In addition, the potentially low cohe-
sive nature of the protocol roles may make the model difficult to understand,
maintain, test and reuse.

Figure 27: Multiple Roles in a Single Port

Solution: This problem can be resolved by decomposing and distributing
the responsibilities among different ports (See Figure 28).

Figure 28: Distribution of Responsibilities among Different Ports

Consequences:

• Makes the model easier to understand and maintain.
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• Allows the associated protocols to be cohesive and thin.

• Tradeoff: The Controller capsule would have to listen to multiple ports
now.

3.4 Clones in UML-RT Models

This section will discuss several examples of duplication smell in UML-RT and
refactor suggestions for eliminating the redundancies. First, we will discuss
duplications in UML-RT behavioral diagrams. This will be followed by the
discussion of duplications in UML-RT class diagrams. The examples shown
here in this section are inspired by the anonymous student model repository we
analyzed.

1. Duplication in Behavioral Diagram: Example 1
Background: Let us consider the design of an Electronic Warfare System

which has three capsules: Controller, Receiver and Jammer. According to the
design requirement, the Controller capsule should perform a Built-In Test (BIT)
on the two other systems on a regular interval.

Figure 29: Duplication in Self-transitions

General Form: An example of the Controller capsule behavior is illus-
trated in Figure 29. The Controller capsule sends out the BITRequest signals
to the Receiver and the Jammer capsules using a self-transition. Once it re-
ceives responses from these capsules, the BITReceiver and the BITJammer
self-transitions will be triggered respectively. Action code associated with the
BITReceiver and the BITJammer transitions assigns the status information to
a local variable. Both transitions are structurally identical.

Consequences:

• Duplicated modeling elements can lead to increased maintenance efforts.

Refactor Solution: The unnecessary duplication in this example can be
eliminated in two ways. We can either replace the two self-transitions, BITRe-
ceiver and BITJammer with a single self-transition which will have both of the
triggers on its interface. Alternatively, we can create a function that will contain
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the code common to both of the transitions and the function can be called in
the action code of both BITReceiver and BITJammer transitions.

1. Duplication in Behavioral Diagram: Example 2
Background: This example also involves the behavioral diagram of a Con-

troller capsule in the design of an Electronic Warfare System. Upon getting
instruction from the Controller, the Receiver capsule would scan the environ-
ment for emitters and if it detects an emitter, it would send a message to the
Controller capsule. The Controller would then evaluate the emitter and if it
considers the emitter to be a threat, it would assign a Jammer to jam the emit-
ter. Before the Jammer starts jamming, the Controller would have to make
sure that the Receiver is in not-scanning mode to prevent damage. In a jam-
ming period, the Jammer can switch between jamming and look-through mode
so that the Receiver can start scanning for new emitters while the Jammer is
in look-through mode.

Figure 30: Duplication in State Diagram

General Form: In Figure 30, the Controller sends out a scan request
signal to the Receiver from the Scan state. When the Receiver reports an
emitter, the execution follows the contactReported transition for going to the
EvaluateContact state. After evaluating the emitter if the Controller finds a
threat, in the action code of RxInSafeState it makes sure that the Receiver goes
to the not-scanning mode and then travels to the Jam state. In a jam cycle, the
execution can switch between the Jam and the Scan state and before travelling
from Scan to Jam, it makes sure again that the Receiver transitions to the
not-scanning mode in the action code of jamDuty transition.

Now, duplication exists in this design model as the two incoming transitions
in the Jam state are triggered by the same event and they have identical action
code as well.

Refactor Solution: One way to eliminate the duplication present in Figure
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30 is to replace the incoming transitions to the Jam state having identical event
and action code with a single transition from the border of the enclosing state.
But, doing so would change the model behavior as the refactored model would
be able to handle the goToJam event while it is already in the Jam state. So,
the best way to remove duplication in this model is to create a function using
the identical action code from both of the incoming transitions to the Jam state
and make the function call whenever necessary.

2. Duplication in Class Diagrams
Duplicated artifacts can be found in class diagrams if the feature of inher-

itance is not utilized fully while designing models in UML-RT. An example of
this scenario is illustrated in Figure 31.

Figure 31: Duplication in UML-RT Protocols

Figure 31(a) illustrates two protocols which have some common in- and out-
signals. This duplication can be eliminated by putting the common signals in
another protocol and letting it be inherited by the protocols which had dupli-
cations among them (See Figure 31(b)).

4 Related Work

4.1 Coding and Design Conventions

The practice of following coding conventions can improve the maintainability
of a software system significantly. In [52], a number of reasons for following
coding conventions is pointed out while introducing coding conventions for the
Java programming language. Common coding conventions that are followed
in modern programming languages include naming conventions [81], comment
conventions [79], indent style conventions [80], etc.

The effectiveness of coding conventions inspire the model driven development
community to define and follow conventions for improving the understandability
and maintainability of a particular design model. During a research visit to
Ericsson, we have observed that a set of design conventions is followed strictly by
the developers of Ericsson models. This set mainly includes naming conventions
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for different modeling constructs such as capsules, classes, states, transitions,
protocols etc.

4.2 Patterns in Models

In a fashion similar to object oriented (OO) patterns, the concept of state pat-
terns began to appear in the literature in [21]. On the contrary to the OO pat-
terns which are focused on demonstrating optimal ways of structuring classes
and objects, the state patterns try to capture general solutions to common prob-
lems of structuring primitive statechart constructs. The patterns can then lead
to efficient and effective solutions to different scenarios by being instantiated
and specialized for specific problems. In [21], the author presents a set of twelve
behavioral patterns which include the collaboration of states that are general
enough to solve one or more common design problems and optimize one or more
criteria. An important feature of many of the state patterns in this catalog is
the use of orthogonal state components for distinguishing independent aspects
of the state machine.

A mini-catalog of five basic state patterns is introduced in [64]. Each of
these patterns is discussed with five components: the pattern name, problem
definition, proven solution, sample code and the consequences. In contrast to
the state patterns discussed on [21], which revolve primarily around orthogonal
regions, the state patterns defined in [64] focus on reusing behavior through
hierarchical state nesting. Another feature which makes this pattern collection
unique is that patterns are illustrated with executable code. As it is suggested in
this paper, to be genuinely useful, a pattern must be accompanied by a specific
working example that will help the developers to truly comprehend and evaluate
the pattern and give them a good starting point for their own implementation.

For avoiding complexity that can be caused by highly coupled control and
service-providing aspects of a real-time system, an architectural design pattern
has been introduced in [67]. Realizing the fact that a system cannot start
performing its service-level functionalities before reaching an operational state,
this pattern allows encapsulation of the system service functionality within the
control functionality which improves reliability and maintainability of the sys-
tem. This pattern can be applied from the highest architectural level to the
lowest-level individual components.

Stateflow is an environment for modeling and simulating combinatorial and
sequential decision logic based on state machines and flowcharts. For achiev-
ing understandable presentation, and reusable and readable models, a set of
guidelines for developing models using Stateflow is presented in [48]. This set
includes, but is not limited to, guidelines for creating states and transitions in
state machines, use of patterns for flowcharts, transitions in flowcharts, place-
ment of default transitions, state machine patterns for conditions and transition
actions etc. Each of these guidelines is presented with the impact it has on dif-
ferent properties of the final model such as readability, verification, validation,
workflow, code generation and simulation.
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4.3 Antipatterns in Models

A performance antipattern identifies a practice that badly affects performance,
and it may involve static and dynamic aspects of software as well as deployment
features. Some work has been done considering the detection and refactoring of
performance antipatterns. The authors in [68] specify a set of 14 performance
antipatterns. In subsequent work, they propose several techniques for the detec-
tion of performance antipatterns in software architectural models [15, 74]. The
authors in [15] show how performance antipatterns can be defined and detected
in UML models using OCL. They show with an example that the removal of
a certain antipattern actually allows overcoming a specific performance prob-
lem by presenting a case study in UML annotated with the MARTE profile.
For identifying performance antipatterns in architectural models and removing
them, an approach is presented on the basis of rules and actions in [74]. This
approach is based on the formal definition of some performance antipatterns
that had not been formalized before. In [6], the authors address the problem of
removing performance antipatterns detected in an architectural model. They
use a Role-Based Modeling Language to represent antipattern problems and
solutions. Solutions include Source Role Models (SRMs) and Target Role Mod-
els (TRMs). In their procedure, model refactoring for removing antipatterns is
done by replacing an SRM with the corresponding TRM.

For exploring the educational role of anti-patterns in improving modeling
skills in UML class diagrams, a catalog of 43 correctness and quality anti-
patterns for class diagrams is introduced in [7]. This catalog analyzes the causes
of correctness and quality problems and provides suggestions for rectifying these
problems. On the basis of conducting two experiments the authors conclude that
learning the anti-patterns helps students improve their awareness of modeling
problems in class diagrams.

With the intention of exploring bad design choices in the behavioral design
of UML-RT, we present a set of seven state machine anti-patterns in [17]. In
addition to discussing the associated problems, each of these anti-patterns is
introduced with a refactor solution for improving the problematic solution.

4.4 Clone Detection: the Current State-of-Art

4.4.1 Clone Detection Research in Code Driven Development

The process of updating a software system for improving the internal struc-
ture without altering its external behavior is called software refactoring. With
the intention of demonstrating refactoring in a controlled and efficient manner,
Martin Fowler introduces 22 code smells in [26]. The number one smell he has
in this list is Duplicated Code. If the same code structure exists in two or more
places, we can improve the code structure by finding a way of unifying them.
The main problem associated with duplication appears during software main-
tenance: if a change needs to be made in one place, most probably the change
needs to be made in all the other duplicated places and it is very easy to forget
to make changes in one of those places, thus possibly introducing errors.
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Reasons of Clone Detection: Reuse of code, logic, design or an entire
system is the primary reason for code duplication in [61]. The forms of reuse in-
clude utilizing existing implementation by just copying and pasting with minor
or without any modification [40], copying existing implementation considering
that it would be changed significantly in future (Forking) [39]. In addition,
clones can be introduced in a system while merging two similar systems into
a single one. Clones can also be incorporated in a system due to the unwill-
ingness of a development community to write new code as the existing code is
already well tested [13], language limitations [8, 57], time constrained software
development etc. Sometimes clones can be created accidentally as well if mul-
tiple developers are involved in designing similar functionalities or due to the
cognitive limitations of developers [61].

Consequences of Code Duplication: Negative impact of duplication in-
cludes the propagation of bugs by cloning an error-prone code segment [37, 46],
the introduction of errors in the newer system by adapting existing implementa-
tion wrongly [9, 38], the incorporation of inappropriate inheritance structure or
abstraction [53], an increased maintenance effort and risk of error-prone design
[53, 51] and the unnecessary use of system resources [61].

Code Clone Classification: According to the current state of the art
[61, 43, 73], code clones can be categorized into four types:

• Type I (Exact Clone): Identical code blocks ignoring any variations in
comments and white-spaces.

• Type II (Renamed Clone): Code duplication with consistent changes
to identifiers, literals, types, layouts and comments.

• Type III (Parameterized Clone): Duplication with the allowance of
more changes (i.e., addition or removal of code fragments). These kinds
of clones are also called near-miss code clones.

• Type IV (Semantic Clone): Multiple code fragments with significant
syntactic variations having similar pre- and post-conditions.

As we can see, this categorization is made with the increasing level of varia-
tions between compared code blocks. The effort required to detect these clones
also follows this order.

Importance of Scope in Clone Definition: Redundancy is more like
coupled text, changing one copy would suggest us to make the same changes in
other copies as well. However, if the duplicated code segments do not have the
same scope, it could be possible that they are not coupled and changing code in
one section would not suggest making the changes in the other segment as well
[43].
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4.4.2 Clone Detection Research in Model Driven Development

At present, the importance of model driven development in many industrial
development activities of many organizations is significant, and similar to the
classical code-oriented development, the size of the models can become quite
large [71, 72]. Based on the experiences of dealing with large scale domain
models, it is concluded that the concept of clones in model driven development
appears in almost the same way it appears in source code [19] and therefore,
the importance of detecting clones in MDD is similarly valuable [58].

Approaches to model clone detection to date mainly utilized graph-based
techniques [20, 59, 2]. Models are represented in these techniques as nodes
and edges and variations of subgraph matching techniques are used for finding
clones in the model. Although these techniques are natural and efficient for
exact matching in visual models, their success in near-miss clone detection is
not remarkable [59]. In addition, these techniques suffer from decreased perfor-
mance when applied to graphs with many cycles, which can appear in data-flow
and behavioral models. For avoiding these consequences of using graph-based
techniques, recent research has used text-based code clone detection techniques
to identify model clones.

In [62], a parser-based language-sensitive code clone detection tool NICAD
is introduced on the basis of the TXL parser [14] and text-comparing syntactic
fragments. This tool allows for unexpected differences in near-miss clones up to a
given difference threshold. The NICAD tool is adapted for introducing SIMONE
(SIMulink clONE detector) [3] to identify structurally meaningful near-miss
subsystem clones in Simulink [49] models. The authors in [3] use the textual
representation of Simulink models as the text input to SIMONE. Thereafter,
they utilize grammar inference techniques for deriving a formal TXL grammar
from a large set of example Simulink models in the public domain. The authors
in [18] extended the approach used in SIMONE and applied clone detection
techniques to the textual representation of Stateflow [50] models.

In [70], the authors discuss the possibility of detecting pattern and antipat-
tern instances in models using model clone detection. One of their immediate
plans is to realize Simulink antipattern detection by constructing Simulink an-
tipattern representations. Thereafter, they would like to configure and execute
the Simulink MCD tool [3, 18] for evaluating both their proposed process and
the results. In [5], with the goal of identifying patterns of interactions in the
run-time behavior of web applications and other interactive systems, the au-
thors present an approach for detecting near-miss interaction clones in reverse-
engineered UML sequence diagrams. They work on the level of XMI [56], the
standard interchange serialization for UML, for using the near-miss code clone
detector NICAD.

Based on analysis of practical scenarios, a formal definition of model clones
along with the specification of a clone detection algorithm for UML domain
models is given in [72]. Following the code-clone categorization [61, 43, 73], the
authors in [72] also propose a classification for model clones. The detection of
clones in UML models can become a difficult task due to the inconsistency that
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can be created between different views of the same model. For example, most
of the popular UML development tools support a containment tree view of the
model elements along with other model diagram views. Removal of a model
element from a diagram view usually does not remove it from the actual model,
and thus inconsistencies can occur in a UML model [72].

Importance of Tool-Specific Analysis: In contrast to programs in tra-
ditional programming languages, which can be easily transferred from one tool
to another in the form of text files, using model data from one tool in another
can be a difficult task due to the tight coupling of models with the development
tool [72]. Therefore, the tool specific representation of the model should also be
taken into consideration [72].

5 Conclusion

According to some statistics, nearly one-third of all software projects are can-
celled, two-thirds of software projects suffer from cost overruns in excess of 200%
and more than 80% of all software projects are considered failures [12]. One of
the prominent reasons for the massive software failure rate is poor software de-
sign quality [54]. Following a set of software development guidelines can play an
effective role in achieving and maintaining good software quality. It is especially
important in the development of real-time embedded software systems where the
software complexity is extremely high. Although a good number of work has
been done on investigating the quality of different kinds of models including
the UML models, no prior work focuses on finding good and bad design choices
in UML-RT models. The UML-RT profile uses some terminology and features
which are different from the UML standards [65, 29] and these differences make
most of the proposed guidelines in the current state of art regarding the UML
standards inapplicable for UML-RT development. For addressing this research
issue, based on analyzing a set of UML-RT models from industry and academia,
this paper introduces a set of design conventions, patterns and antipatterns for
developing model-based real-time embedded software systems. For improving
the understandability and enhancing the clarification of our discussion, the most
of these guidelines are described with examples.

The next step of this research is the development of tool support for the
proposed guidelines. This tool support is motivated by the success of different
code-oriented analyzers [30, 75, 36] and would allow developers to detect the
presence of bad design choices automatically and refactor them accordingly.
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