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Abstract: Passive brain–computer interfaces consider brain activity as an 
additional source of information, to augment and adapt the interface instead of 
controlling it. We have developed a software system that allows for real time 
brain signal analysis and machine learning classification of affective and 
workload states measured with functional near-infrared spectroscopy (fNIRS) 
called the online fNIRS analysis and classification (OFAC). Our system 
reproduces successful offline procedures, adapting them for real-time input to a 
user interface. Our first evaluation compares a previous offline analysis with 
our online analysis. While results show an accuracy decrease, they are 
outweighed by the new ability of interface adaptation. The second study 
demonstrates OFAC’s online features through real-time classification of two 
tasks, and interface adaptation according to the predicted task. Accuracy 
averaged over 85%. We have created the first working real time passive BCI 
using fNIRS, opening the door to build adaptive user interfaces. 
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1 Introduction 

Enhancing user experience is a constant goal for human–computer interaction (HCI) 
researchers, and the methods to achieve this goal are widespread, from changing the 
properties of the interface to adapt the task to the user’s ability level. Ideally, those 
modifications should be done automatically, in real time, as to obtain maximum benefit. 
By sensing different user properties, such as interest, workload, frustration and flow, we 
can adapt the interface immediately to keep them optimally working. In this research, 
we focus on mental workload to improve the interface. We investigate ways to obtain 
workload information the user naturally gives off when using the computer by acquiring 
brain patterns, to automatically enhance their experience. 

Brain–computer interfaces (BCI) are designed to use brain activity as an input for 
interfaces. Most current work in BCI allows disabled patients to communicate with their 
environment with the use of electroencephalography (EEG) (Krepki et al., 2007; Wolpaw 
et al., 2002). This requires a great deal of training from the user, to learn which type of 
signals to produce, and from the system, to learn which actions yield which signal. 
The resulting interfaces let the user select a binary choice, move a mouse or type. The 
interface is often slow to respond, especially in comparison with traditional input 
technologies (mouse and keyboard). 

A new train of thought in the BCI community considers brain activity as an additional 
source of information, to augment and adapt the interface instead of controlling it directly 
with the brain. The new methodology focuses on a broader group of users – the general 
population – for whom current BCIs are impractical because of their slow speed of 
transfer. Passive BCIs are designed to use brain activity as a new input modality, 
allowing the adaptation of the interface in real time according to the user’s mental state 
(Cutrell and Tan, 2008). This type of BCI can capture intentional commands, but is best 
designed for implicit communication (Zander et al., 2010). While most BCI research is 
done in fields such as psychology and biomedical engineering, the study of passive BCIs 
could gain from the knowledge and expertise from HCI. HCI studies how to evaluate and 
improve the connection between human and computer, to create seamless interaction. We 
hope to achieve a similar interaction using the brain. 
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Figure 1 The use of fNIRS in typical computer settings (see online version for colours) 

 

We use functional near-infrared spectroscopy (fNIRS) as brain measurement in this 
research. By measuring the reemission of near-infrared light sent in the brain, this device 
extrapolates a measure of brain activity from blood flow. More specifically, fNIRS 
calculates the changes in oxygenated and deoxygenated haemoglobin concentrations. 
This non-invasive and portable technology offers interesting applications for the field of 
HCI, as it is relatively impervious to user movement (Solovey et al., 2009) (Figure 1). 
Researchers have demonstrated fNIRS’ ability to measure a number of cognitive 
and motor brain signals such as mental workload levels, emotions, or motor activity and 
imagery (Girouard et al., 2009; Hirshfield et al., 2007; Leon-Carrion et al., 2007; Sitaram 
et al., 2007). 

While most work using fNIRS uses offline analyses to evaluate the data collected, the 
key component of BCI is the ability to perform real time analyses. Many researchers 
argue that their work could be converted and done in real time (Girouard et al., 2009; 
Sitaram et al., 2007), yet we found few fNIRS systems in the literature that do  
(Coyle et al., 2007; Luu and Chau, 2009). The existing systems use simple paradigms, 
making decisions with a threshold or by comparing the signal from two previous tasks. 

We have developed a software system that allows for real time fNIRS brain signal 
analysis and machine learning classification of affective and workload states called the 
online fNIRS analysis and classification (OFAC) system. This system receives and 
processes brain signals and event markers, automatically recognises the current cognitive 
or affective state using a database of previously recoded signals and machine learning 
techniques, and outputs this state to the interface, allowing for the creation of interfaces 
that adapt and change in real time according to traditional inputs as well as cognitive 
activity. OFAC offers the user an additional communication channel based on brain 
activity, providing multimodal interaction. 
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Our work aims at reproducing the procedures used offline in previous work, adapting 
them to be suitable for real time input to a user interface. This paper presents the OFAC 
system, tests and proves the system’s reliability and potential through two studies. Our 
first evaluation compares a previous offline analysis with our real time analysis. The 
second study demonstrates the online features of OFAC: its ability to record, process, 
classify and adapt simple interfaces in real time. 

2 Literature review 

The most common types of BCI use intentionally generated brain activity as the primary 
and often only input device. They are called direct BCIs, and this is how most researchers 
define the general term of BCI (e.g. Wolpaw et al., 2002). The original motivation for 
such BCIs was to provide assistive technology for users with severe physical disabilities, 
such as paralysed or ‘locked in’ patients, allowing them to convey messages and 
commands to the external world (Wolpaw et al., 2002). Direct BCIs often require the user 
to be trained to generate specific brain states which are interpreted as explicit input. 
These states are not always related to the specific output action, for instance performing a 
motor imagery of the left hand to move the cursor up, and the right foot to move it down 
(Mappus et al., 2009). 

This contrasts with passive BCIs, which detect brain activity that occurs naturally 
during task performance for use as an additional input, in conjunction with standard 
devices such as keyboards and mice (Cutrell and Tan, 2008). While passive BCIs can 
detect voluntary input, their use (and the user’s performance) is maximised when 
detecting general state signals such as emotions, language production or workload as 
passive BCIs are designed not to require the user’s full attention (Zander et al., 2010). 

Less invasive than other brain monitoring techniques, EEG has thus far been the tool 
of choice for researchers looking to measure brain activity non-invasively (Coffey et al., 
2010; Lee and Tan, 2006). Many BCI systems operate in real time, processing EEG data 
streams and controlling interfaces (see Delorme et al. (2010) and Schlögl et al. (2007) for 
reviews of existing BCI tools). We learn from these tools and apply their principles to the 
design of an fNIRS real time system. 

2.1 Functional near-infrared spectroscopy 

fNIRS is a brain imaging technique alternative that measures haemoglobin concentration 
and tissue oxygenation in the brain (Chance et al., 1998). It uses light sources placed on 
the scalp to send near-infrared light. Biological tissues are relatively transparent at these 
wavelengths, so the light attenuation through tissues is sufficiently low to allow for tissue 
imaging at depths up to 1–3 cm. Deoxygenated and oxygenated haemoglobin, present in 
the blood, are the main absorbers of near-infrared light in tissues, and provide relevant 
markers of hemodynamic and metabolic changes associated with neural activity in the 
brain. Therefore, fNIRS researchers can estimate hemodynamic changes connected to 
brain activation by using light detectors sensitive to the diffusively reflected light that has 
probed the brain cortex (Izzetoglu et al., 2004). 

While fNIRS provides high temporal resolution, the slow hemodynamic changes 
measured occur in a time span of 6–8 sec (Bunce et al., 2006). Its spatial resolution is 
approximately 5 mm, the area measured being the one right below the sensor. fNIRS is 
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safe, non-invasive, easy to use and relatively impervious to user movement, with a low 
setup time. 

In most fNIRS studies, researchers identify the difference between two states: 
activation and rest. Activation occurs when participants perform a specific task for a few 
seconds up to a few minutes, such as mental rotations, arithmetic or language production. 
Translated to a real time system, this protocol usually leads to binary decisions, where the 
user is asked to perform an activating task to indicate intent, and to rest otherwise. 

The most common outcomes of such binary decisions are direct control of interfaces, 
active BCIs. For instance, Coyle et al. (2007) presented a real time fNIRS system that 
allowed participants to select a coloured box by performing a mental rotation when the 
preferred target was highlighted. In a more complex (but preliminary) interface by 
Mappus et al. (2009), users drew a line on a two dimensional plane using activated 
periods to do straight lines, and rest periods to curve the line. In both studies, participants 
were instructed what brain task to perform in order to use the system. Using a different 
paradigm than the activation-rest one, Luu and Chau (2009) compared two different 
activated brain signals to indicate drink preference. To our knowledge, this is the first 
example of a real time system that distinguished two activation states without specific 
instructions. 

While the studies mentioned are using direct brain input, we believe fNIRS to be 
better suited for passive BCIs. The relatively slow signal response of fNIRS does not lend 
itself to be the best technology for rapid communication, direct input, especially when 
designed for the general public. In addition, researchers use basic techniques such as 
selecting the signal with the highest amplitude to make the binary decisions. We believe 
there are more powerful and better suited techniques. 

3 OFAC system 

We present a new system that uses machine learning to classify a large number of states 
in real time to obtain the user’s affective or cognitive state. OFAC works with fNIRS data 
in a real time pipeline to feed a user interface, which can in turn adapt to the information. 

We created a flexible, modular architecture for the OFAC system using Matlab 
(Figure 2). It allows for advantageous substitution of single modules should another 
functionality be required, and accepts multiple input signals, such as the combination of 
fNIRS and EEG. The rest of this paper will describe an fNIRS-only system used in the 
latter experiments. 

OFAC contains three types of modules for data processing: modules to receive and 
record input data into a database (one for each type of input); to pre-process and to filter 
data; and to perform machine learning classification and output the brain signal 
classification to the interface. The current system takes two different types of input: raw 
brain data, and external markers from the application shown to the user. The raw data 
(from the fNIRS acquisition software Boxy, ISS Inc.) can include basic markers related 
to the start and stop of the real fNIRS data when the sensors are correctly in place and the 
experiment starts, as opposed to uncalibrated data. The external markers could contain 
behavioural data, for instance, to help with data classification. 
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Figure 2 FAC system’s architecture (see online version for colours) 

 

OFAC is a complex distributed system that can process each module on an individual 
computer. This architecture imposes minimal requirements for the application software, 
which can be written in any language on any platform. The only constraint is to have the 
ability to connect with OFAC and respect a defined communication protocol. 

OFAC provides both an online and offline mode. The latter provides a tool to explore 
previously recorded data for research purposes, such as evaluating the impact of different 
filtering methods, or classification algorithms. 

The following descriptions explain both the general components of OFAC and the 
specific implementation used in our studies. 

3.1 Data acquisition and storage 

The current system received two data streams: event markers from the application and 
raw brain signals. It stores the data as it comes in a database, preventing data loss should 
the system have a major malfunction. 

The synchronisation of the system and the different data sources are done with a 
timestamp of the fNIRS data as soon as it comes in. The application event marker, read 
immediately after (if any), is time stamped with the raw data time. 

3.2 Signal processing 

Our work aims at reproducing the procedures used offline in previous work (e.g. 
Girouard et al., 2009), adapting them for function suitable for real time input to a user 
interface. We apply a moving average, removing the high frequency noise (Figure 3). The 
filtered data is converted into oxygenated haemoglobin and deoxygenated haemoglobin 
concentrations using the modified Beer-Lambert law (Chance et al., 1998). 
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Figure 3 Moving window of 19 points 

 

3.3 Feature generation and classification 

To mimic the procedure used in the previous analysis, we implemented the machine 
learning technique called sequence classification (Dietterich, 2002). Sequence 
classification uses each data point of an entire sequence as a feature and applies a label to 
it. In our case, a sequence is a trial of one task (30 sec of data). Because fNIRS’ data is 
multivariate (multiple sources of light, and 2 haemoglobin types), we classify each 
channel of data individually first. Then, each classifier votes for the example’s label to 
combine the results of all these classifications. We used a weighted voting technique that 
takes into account the probability distribution of each example by each classifier. 

OFAC calls Weka (Hall et al., 2009) to perform the training and testing of examples 
created using sequence classification. Using Weka gives OFAC access to a large library 
of classification algorithms. When enough training data has been accumulated, we first 
call the classification algorithm to obtain the classifier, and then this classifier is used to 
test the examples as they come in. To allow flexibility in the analysis, the system can test 
examples one at a time, or in groups of points. 

We evaluate the system’s capabilities with two studies. Our first study compares 
online and offline analyses using a previous study. The second study is a proof-of-
concept evaluation that uses the online features of OFAC to classify tasks in real time, 
and adapts an interface. 

4 ‘Real time’ analysis of a previous study 

As a first evaluation of the OFAC system, we chose to run the real time analysis on 
previously recorded data to compare classification results with those obtained offline. To 
test data from a prior experiment, we used the offline mode in the OFAC system which 
loads previously recorded data and feeds the main loop one line at a time. 
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We selected a study differentiating levels of a computer game through brain activity, 
as it showed promising classification results, in particular when comparing rest and play 
(average accuracy of 94%) (Girouard et al., 2009). Girouard et al. collected data from 
nine healthy participants as they played two levels of the game Pacman (Namco, Japan) 
while their brain activity was measured using fNIRS. Participants completed ten sets of 
two trials (one in each difficulty level) over a 20 min period. In each trial, participants 
played the game for a period of 30 sec and rested for 30 sec to allow their brain to return 
to baseline. 

They performed two analyses, a classic statistical analysis to establish the differences 
between conditions, and a more novel task classification to demonstrate the possibility of 
using this data in a real time adaptive system (though the analysis was done offline). We 
focus on their offline machine learning analysis, done using sequence classification with 
k-nearest-neighbour (kNN), k = 3, and 10-fold cross validation. The results of both 
analyses show that we can discriminate well between participants playing or resting 
(average accuracy of 94.4%, SD 3.7%). 

While the design of the offline analysis is typical and correct, it cannot be directly 
translated to an online analysis. For instance, the previous machine learning analyses 
used cross validation, which is not possible in real time as it requires the whole data set. 
Instead, we used the first sets of trials to be the training data, and tested on the rest as to 
replicate data that comes in. The filtering algorithm suffers from the same problem, and 
we chose a method that only requires a partial dataset (moving window). The rest of the 
pre-processing is identical: we reimplemented the sequence classification technique to 
work in real time, and used kNN (k = 3) for the analysis. 

We tested the OFAC system’s ability to classify between the participants playing and 
resting. The original data contained 10 examples of each difficulty level: we combined 
examples of both levels to obtain 20 examples of play and 20 of rest. 

4.1 Analysis and results 

We varied the amount of examples of each class in the training dataset to evaluate the 
effect on accuracy and possibly observe a minimum amount of training required to run 
real time experiments as users should invest only a minimum amount of time for the 
training algorithm (Krepki et al., 2007). We compared accuracy using training sets 
containing the first 2, 4, 6, 8, 10, 12, 14, 16 and 18 examples of each class (play or rest). 
We also evaluated multiple filtering windows to select a balance between a stronger filter 
and a minimum delay in the analysis stream, using filtering windows of size 1, 9, 19, 29, 
39 and 49. 

Before comparing the average values to previous results, we applied a 2-way repeated 
measures analysis of variance on size of training set and length of filtering window to see 
which factors were significant in the analysis. As can be seen in Figure 4, the main effect 
of size of training set has a significant effect on the accuracy of the classification 
(F(8, 64) = 9.500, p = 0.000). The group containing higher accuracies is constituted of 
training sets of 12 or more examples of each class (12, 14, 16 or 18 examples). The main 
effect of length of filtering window was neither significant nor was the interaction of 
these two factors. 
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We conclude that a minimum training set of 12 examples of each class was necessary 
to obtain meaningful classification results with this dataset. We also observe that every 
filtering window tested yielded similar results, and determine that the data is well 
classified with even a small filtering window which requires a smaller delay in 
processing. 

To compare the current results with those obtained with the offline analysis, we 
averaged the accuracy results obtained with training set of 12 examples and more, and all 
filtering windows. Over all participants, the classification accuracy obtained with the real 
time analysis is 82.0% (SD 17.3%), while the one obtained with the offline analysis is 
94.4% (SD 3.7%), a decrease of 12.4%. Figure 5 shows the average accuracies obtained 
with both analyses, for each participant. We cluster the participants by their difference in 
accuracies: the first group contains participants with a real time accuracy equal or higher 
than offline, the second group shows lower accuracy (difference within 15%) and the 
third group with participants displaying a very low real time accuracy. 

The results are promising: with the exception of two participants (s01 and s06), all 
results show accuracies over 80%, and differences between the two analyses of less than 
15%. The real time results from three participants even equalled or surpassed offline 
accuracy. However, the new analysis is, as predicted, performing worse than the offline 
analysis. However, we consider that this decrease in performance is outshined by the 
main advantages of the analysis: classifying in real time, and the ability to reuse this 
information to adapt the interface. Therefore, we find the real time analysis of a 
previously recorded dataset a success. 

Figure 4 The first 12 examples (or more) in the training set produces a stable average accuracy of 
approximately 82% 
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Figure 5 Comparing the real time and offline classification accuracy for each participant  
(see online version for colours) 

 

The challenges when transforming offline analyses so they are performed in real time 
resides mostly with the fact that the full dataset is not equally available. In offline 
analyses, the whole dataset is available at once, while in an online system, we only have 
the amount of data collected so far, reducing the total information available. This element 
affects mostly two components of systems, the data filtering and the classification. Most 
of the differences in accuracy observed between offline and online analysis of the same 
data should be explained by this. 

5 Real time task classification and adaptation 

Having shown the classification capabilities of the OFAC system, we designed a simple 
proof-of-concept experiment to test the true online features of the OFAC system. Our 
experiment has two goals: 

1 to test if we can indeed process and classify in real time 

2 to demonstrate a simple interface adaptation. 

To achieve these, we will distinguish between two tasks, and change the background 
music of the interface according to the predicted task. 

Given our relative success at classifying activated periods vs. rest periods, we 
selected tasks that would yield these two different types of signal. The first task consists 
of showing videos to the participant, while the second task has them play a short game of 
Tetris. Based on previous work, we expect the game task to activate the anterior 
prefrontal cortex (aPFC) (Girouard et al., 2009; Saito et al., 2007), and the video task to 
deactivate it, if the videos are neutral or pleasant, and calm (Leon-Carrion et al., 2007). 
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With this experimental design, we also hope to replace the typical rest task with an 
engaging task that will not activate the aPFC. We believe that using a video task instead 
of rest provides a better, more realistic HCI task than watching a grey screen. 

We base our task selection primarily on four studies. León-Carrión et al. (2007) 
showed that non-arousing videos of neutral or positive valence show little activation in 
the prefrontal cortex (PFC) in a region encompassing both the aPFC and the dorsolateral 
PFC, both during and after the stimuli. In addition, Phan et al. (2003) studied the effect of 
emotional arousal with pictures on the medial PFC with the use of fMRI. The activation 
found was located in areas too deep for the fNIRS probes to sense, and we do not expect 
this activation to be measured. Furthermore, pilot studies reproducing the latter work with 
fNIRS confirmed this statement. Based on those studies, we predict that a video task may 
be a suitable replacement for the typical rest task. 

On the contrary, Girouard et al. (2009) showed activation of the aPFC during a game 
of Pacman, and suggested the possibility of a higher activation with a more intellectually 
demanding game such as Tetris, extrapolating their results with those of Siato et al. 
(2007). 

Music is often present when using computers, either related to the current task (such 
as when playing games), or in the background (Day et al., 2009). Background music can 
play two different roles in regards to the user’s attention: a distracter or an arousal 
inducer. Day et al. (2009) found that participants were more successful at decision 
making when the tempo of background music was faster, showing that faster tempo is 
more beneficial for harder tasks, acting as an inducer. In addition, Wakatsuki et al. (2009) 
showed using fNIRS no PFC effect for music at low volume, while participants 
concentrating on music at high volume deactivated their PFC. We deduce from both 
studies that low volume background music at faster tempo might help the performance of 
a gaming task, and that a slower tempo should not impact the video task. 

5.1 Participants 

This study included 10 healthy volunteers (5 females), between the ages of 18 and 32 
(mean 25.8, SD 5.8). All participants were right-handed, had normal or corrected-to-
normal vision, with no history of brain injury. Informed consent was obtained for all 
participants. This experiment was approved by the university’s internal review board. 

5.2 Protocol and analysis settings 

The session contained a total of 30 sets of two tasks (video and Tetris). Ordering of sets 
was randomised for each participant. Each stimulus was presented after a 3 sec fixation 
point. A minute of baseline at the beginning of the session allowed the user’s brain to get 
to a rested state. 

At the end of the session, participants answered a questionnaire pertaining to their 
experience with the tasks. Participants also rated the scenes using the same protocol as 
the one to select the videos. 

To achieve our two goals, we divided the experiment into three parts: a training phase 
and two testing phases – one without music and one with adapting background music 
(Figure 6). To participants, part one and two are identical (no music). 
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Figure 6 Experimental protocol and classification periods 

 

While we hypothesised that background music or its adaptation had no impact on the 
brain data, we tested some of the examples without music. Through pilot participants, we 
identified that 14 examples of each class was required to obtain significant classification 
accuracies, both to classify the no music and the music examples. This correlates with 
results obtained with the previous study. Of the remaining 16 examples, ten were 
assigned to the music condition (six to the no music condition), because we are more 
interested showing the adapting interface. 

We applied the signal processing method described earlier, with a moving average 
window of 9. We are using sequence classification with the support vector machine 
classification algorithm. 

5.3 Stimuli 

For the video stimuli, we chose 30 clips that would fit the emotional criterion. The 
selected clips were 30 sec in length, without sound, and containing mostly nature scenes 
(beach, forest, trees, streams and clouds). We preselected the scenes by asking an 
independent group of pilot participants (total of 12 participants) representative of our 
targeted experimental participants to rate a larger selection of scenes using the self-
assessment manikin (SAM) (Bradley and Lang, 1994). SAM measures the dimensions of 
pleasure (i.e. positive or negative) and arousal (i.e. calming or exciting) using a visual 
scale from 1 to 9. From those results, we chose a coherent group of scenes that scored 
below 5 on the arousing scale, and above 3 on the valence scale, using the same scale 
limits as León-Carrión et al. (2007). 

For the game task, we used the Tetris Bean implementation of the classic game (Clee, 
2002), which uses arrows and keys to control the falling blocks. We limited the game 
play to 30 sec, to mimic the video’s length. We increased the speed of the falling blocks 
and difficulty of the game to ensure strong brain activation, and provided a preview of the 
block to come, to add planning to the mental task. Participants practiced a few games to 
familiarise themselves with this home-made Tetris version before the real experiment. 

During the last part of the experiment, the application played quiet, continuous 
background music that changed according to the predicted task. If the predicted task 
indicated that the user was watching a relaxing video, the system would play slower 
tempo music, and it would play faster tempo music for the game task. The transition 
between the two was gradual. The slow music kept playing between tasks as to not 
interrupt the flow of the user, and the faster music was overlaid when Tetris was the 
predicted task. Both pieces of music were classical piano, intended not to cause a strong 
reaction among participants. 
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Figure 7 Small flat fNIRS sensors i.e. placed on participant’s forehead (see online version for 
colours) 

 

5.4 Equipment 

We acquired fNIRS data using an OxiplexTS, from ISS, Inc. (Champaign, IL). Our setup 
is comprised of two small flat sensors (see Figure 7), placed in the middle of the 
forehead. We selected the sources located at 2.5 and 3 cm away from the detector for data 
collection as they reach deeper into the cortex. Each source emits two wavelengths (690 
and 830 nm), with a sampling rate of 6.25 Hz. 

5.5 Results 

We analysed the results of this proof-of-concept experiment with three questions in mind. 

1 Are the classification results obtained meaningful? 

2 How did the adaptation affect the user’s performance? 

3 Did the background music have a positive effect on the tasks performed? 

5.6 Behavioural results 

Clips used obtained an average valence rating of 5.7 (SD of 1.6), and an arousal rating of 
3.4 (SD of 2.3). This confirms that the selected videos were calm and positive, as 
required. 

We performed two t-test on the Tetris games performance: first to determine a 
presence of a learning effect, and second to compare the scores with respect to music 
adaptation. To observe if a learning effect is present, we compared the first ten trials 
(trials 1–10) to the second ten trials of Tetris (trials 11–20), both are without music. We 
found a statistical significance between the two groups (p < 0.001), showing a strong 
learning effect, with higher performance for the second set of games. Participants 
completed an average of 0.85 lines per game for the first trials, compared to 1.22 lines for 
the second set of trials. We also compared the second set of trials with no music with the 
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trials with music (trials 21–30), eliminating the first set of games which contain a 
learning effect. We observe no statistical difference between the performances with 
music playing, which we attribute to a neutral impact of the background music. 

5.7 Classification results 

The real time classification shows a high accuracy when distinguishing between our two 
types of tasks: watching a video or playing a game of Tetris. We present the results by 
averaging them into three groups of examples: 

1 examples with no background music 

2 examples with background music 

3 all examples (a combination of 1 and 2). 

Figure 8 illustrates the results. When averaging the examples containing no music, the 
accuracy is 89.4% (SD 8.8%), while the results with background music averages to 
82.5% (SD 8.1%). A t-test showed no significance in the difference between the two 
groups. The overall real time accuracy is 84.9% (SD 6.9%). 

Individually, the classification accuracy for all examples varied between 71% and 
97%. Three participants rate equal or above 90%, meaning that out of 32 classified 
examples, the algorithm got less than 3 wrong. 

Figure 8 Accuracy results for real time classification of two tasks 
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5.8 Subjective survey results 

Our exit survey revealed that all participants noticed music playing when performing 
both tasks, but that they only paid attention to it occasionally. Some participants focused 
on it when the videos came on while others when the music became more fast-paced. 

Their interest in the music rated 2.9 on average, on a five-point scale, indicated a 
neutral opinion, which confirms our music choices. They all noticed classical piano, and 
observed the difference in tempo. 

They find the music played on a regular pattern. The slow paced music made them 
feel relaxed, calm and occasionally bored, while the faster pace music was entertaining 
and exciting. Two participants noticed the presence of two tracks that were overlaid, and 
found it distracting. A better integration of two tracks (actually change between them, 
instead of overlaying them) would have improved their perception of that music. We do 
not believe, however, that this had a significant impact on their experience. 

Most participants noticed that the faster music was associated with the Tetris game. 
However, the participant with the lowest accuracy during the music examples (65%) 
noted that ‘it did not seem like the changes from one to the other were on a regular 
pattern’, which seems reasonable considering the low accuracy achieved. 

They had a varied perception of the effect of the music on their performance. Half of 
the participants indicated that the music had no effect, while two said that it hindered, and 
three mentioned it helped their performance. They indicated that the positive influence 
was because they were more relaxed, and that it gave them some rhythm, while negative 
influence was because it grabbed [their] attention or made them stressed. 

5.9 Discussion 

Our results demonstrate the validity and reliability of the OFAC system. Not only did the 
system operate without fault when processing and classifying the data, but also the results 
obtained are very encouraging. Using a simple classification algorithm, we have achieved 
moderate to high accuracies, of up to 97% with some participants. This compares well to 
Abdelnour and Huppert (2009) who achieved 79% when distinguishing finger tapping 
using a more complex system. With the OFAC system, we have created the first working 
real time passive BCI with fNIRS. We encourage other researchers to use our system 
with their experiments or interfaces with this demonstration. 

Our task selection was successful: the distinction between Tetris and video watching 
was strong. Furthermore, the video task replace the ubiquitous rest task. This conclusion 
has many design implications for fNIRS’ measured tasks, as experiments can move 
closer to real world scenarios. 

While they are not statistically significant, the small difference in accuracy between 
the music and non-music conditions could be related to brain processes. For instance, the 
training data was not obtained with background music playing, which might not have 
caught brain processes differences should they have been present. However, given 
previous work and the analysis, we attribute the core of the differences to technical 
issues. Brain signals vary in time, even for the same task, due in part to the presence of a 
trend, meaning that the further from the training period each classified example is, the 
less accurate the algorithm is likely to be. Though the current protocol does well to 
answer our research goals, further studies containing adaptation should contain the 
adapted element in the training data and be counterbalanced. 
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We also found that successful adaptation had mostly a neutral and positive impact on 
the user satisfaction. Those results are inline with Kallinen (2004), who found that music 
listening prompted higher overall user satisfaction and immersion, less boredom and 
more pleasure. However, low accuracies lead to higher inconsistencies in the adaptation, 
which can have negative impact on the performance of the participants. 

There are many issues to consider when designing BCIs. Speed and accuracy have a 
large impact in the design of the integration of such new input into interfaces (Coyle 
et al., 2007). We believe that user satisfaction is at least as important, especially for 
indirect, or passive, BCI, as the main goal is not always to increase productivity. 

6 Conclusion 

This paper describes the OFAC system, our new, real time fNIRS analysis and 
classification system, and demonstrates through two studies the validity, reliability 
and potential of the system. Our first evaluation compares a previous offline analysis with 
our real time analysis. Results show a decrease of 12% in classification accuracy  
(94%–82%), and that a minimum of 12 examples of each class is required to obtain a 
stable accuracy. We consider this decrease in performance to be outweighed by the main 
advantage of the analysis, classifying in real time, and the ability to reuse this information 
to adapt the interface. 

The second study demonstrates the online features of OFAC: its ability to record, 
process, classify cognitive state signals and adapt simple interfaces in real time. We 
selected two tasks that would activate and deactivate the PFC, respectively: playing a 
game of Tetris and showing calm videos. In addition, background music varies according 
to the predicted task: slower music for relaxing videos, and faster tempo for the game 
task. We evaluated this system through classification accuracy (average accuracy of 
85%), as well as using user satisfaction of the adaptation. 

6.1 Future work 

Two main avenues of future work can be proposed from this paper: improving the OFAC 
system, and using it. 

First, OFAC could benefit from more sophisticated signal processing and 
classification techniques. Additional data analysis could further resolve the temporal 
dynamics of classification efficacy, such as detecting workload changes within the first 2, 
5, or 10 sec instead of 30. Automatic determination of the amount of training data 
required might optimise the training period for every participant and improve accuracy. 
Online adaptation of the classifier would also have a positive effect of the classification 
accuracy. Finally, we hope to accumulate a large collection of OFAC components so the 
system can benefit a large research community. 

The main work to be done remains to build adaptive user interfaces using the system, 
and determining how to evaluate them. 
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