External Sorting

Why Sort?

A classic problem in computer science!
Datarequested in sorted order

- e.g, find students in increasing average order

Sorting is first step in bulk loading B+ tree index.
Sorting useful for eliminating duplicate copiesin a
collection of records (Why?)

Sort-merge join algorithm involves sorting.
Problem: sort 1Gb of data with 1Mb of RAM.

— why not virtual memory?
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2-Way Sort: Requires 3 Buffers

Pass 1. Read a page, sort it, writeit.
- only one buffer pageis used

Pass2, 3, ..., ec.:

- three buffer pages used.

INPUT 1
OUTPUT
INPUT 2

Disk Main memory buffers

Disk
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Two-Way External Merge Sort

» Each passweread + write F p'X"sé‘J”e

each pagein file. Cd B e ns
PASS1
- N pagesin thefile=> the i .
nupmat?er of passes 29 Freoenne
PASS2
=llog, N|+1
[_ : -1 m m 4-page runs
» Sototal cost is:
sl Ls]
2N([10g, N]+1) passa

e Idea: Divide and conquer:
sort subfiles and merge

8-page run
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Genera External Merge Sort

* More than 3 buffer pages. How can we utilize them?
« Tosort afilewith N pages using B buffer pages:

- Pass 0: use B buffer pages. Produce [N/ B/ sorted runs
of B pages each.

- Pass2, ..., etc.: merge B-1 runs.

Disk
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Cost of External Merge Sort

« Number of passes: 1+ logg,[N/B]]
e Cost = 2N * (# of passes)
« E.g., with 5 buffer pages, to sort 108 page file:
— Pass0: [108/ 57 = 22 sorted runs of 5 pages each (last
run isonly 3 pages)
- Pass1: [22/ 47 =6 sorted runs of 20 pages each (last
run isonly 8 pages)
- Pass2: 2 sorted runs, 80 pages and 28 pages
- Pass3: Sorted file of 108 pages
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Number of Passes of External

Sort
N B=3 B=5 B=9 B=17 B=129 B=257

100 7 4 3 2 1 1
1,000 10 5 4 3 2 2
10,000 13 7 5 4 2 2
100,000 17 |9 6 5 3 3
1,000,000 20 10 7 5 3 3
10,000,000 23 12 8 6 4 3
100,000,000 26 14 9 7 4 4
1,000,000,000 30 15 10 8 5 4
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Internal Sort Algorithm
* Quicksort is afast way to sort in memory.
— Always produces| N/B] runs of B pages
* Replacement sort creates runs of 2B pages

on average

— For buffer of B pages use 1 page for input, 1
page for output and B-2 pages for current set
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Replacement Sort

« Fill current set and input buffer with tuples of R

« Find tuplein current set with smallest k such that k >= largest k in

output buffer

« If exists then move to output buffer and get new tuple from input

buffer

else flush output buffer and start anew run

S
L_2 2|
[ 8 | 5 |
a4 ]
—Li
OUTPUT
INPUT CURRENT SET
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I/O Cost — Blocked 1/0

¢ Minimize number of I/0’s => maximize
fan-in of merge => 1 buffer page per run =>
do /O apageat atime

e Canreduce /O cost if weread ablock of
pages sequentially — blocked 1/0
- But this will reduce fan-out during merge

passes!

- In practice, most files still sorted in 2-3 passes.
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Number of Passes of Optimized

Sort
N B=1,000 B=5,000 B=10,000
100 1 1 1
1,000 1 1 1
10,000 2 2 1
100,000 3 2 2
1,000,000 3 2 2
10,000,000 4 3 3
100,000,000 5 3 3
1,000,000,000 5 4 3

* Block size = 32, initial pass produces runs of size 2B.
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CPU Cost - Double Buffering

» Toreducewait timefor I/O request to
complete, can prefetch into “shadow block’.
- Potentially, more passes; in practice, most files
till sorted in 2-3 passes.
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Using B+ Treesfor Sorting

* Scenario: Tableto be sorted has B+ treeindex on
sorting column(s).

Idea: Can retrieverecordsin order by traversing
leaf pages.

Isthisagood idea?
» Casesto consider:

- B+ treeis clustered Good ideal!
- B+treeisnot clustered  Could be a very bad idea!
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Clustered B+ Tree Used for
Sorting

» Cost: root to the left-most Index
leaf, then retrieve all leaf (Directs search)
pages (Alternative 1)

* If Alternative 2 is used? Data Entries
Additional cost of Eral FERdd BEE] ("Sequence set’)

e P e st \D L D\\D\D

once.
Data Records

* Always better than external sorting!
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Summary

« External sorting isimportant; DBM S may
dedicate part of buffer pool for sorting!
« External merge sort minimizes disk 1/O cost:
- Pass 0: Produces sorted runs of size B (# buffer
pages). Later passes: merge runs.
- # of runs merged at a time depends on B, and block
size.
- Larger block size means less I/O cost per page.
- Larger block size means smaller # runs merged.

- In practice, # of runs rarely morethan 2 or 3.
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Summary (Cont.)

 Choice of internal sort algorithm may
matter:

- Quicksort: Quick!

- Heap/tournament sort: slower (2x), longer runs
* Clustered B+ treeis good for sorting;

unclustered treeis usually very bad.
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