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what is Amazon !l
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* Qrerican ntermnational rultisilion dollar
electronic commerce corpan with
headquarters in Seattie, washington, USH.

- otarted in 41995 ba Jefl Bezos as an online bookstore.

- but soon diversified, seling DVDs, WHSs, CDs, video and MP3
downloads/streaming  software, video garmes,  electronics,
dpparel, furniture, food, toys, and jewelry,

- The company also Proo\uces consumer electronics Kindie
e-book reader and the Kindle Fire tablet ComPu‘rQr. ‘

— \n 2006, Amazon ofc‘?\c’\allxj ldunched the Amazon web Services

(AWS) to became a rogjor provider of cloud com\ouﬁnﬁ
services.



what is Amazon web Services *
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Amazon web Senvices AWS) is a collechon of remote computing services (web
services) ’rha’r together make up & cloud computing platform, offered owver the
\nternet bg nMazonh.com,

website: h’r’rp//aws.ama%on.com
AwS is located in 9 @‘ \cal R . Each Re Q\on is wholy contained within a
smﬁle Qounh‘g and all &€ its data and er\/\ces s’r63 ithin the de Bnafed Eeﬁ'\on.

Each Reaqgion has mul’r e Qvatlab\l\ig 2ones, which are distinct data centers o rov\o\\ng
AwS =etvices, Qvatlabm’r 2ones e isolated from each other to prevent outa

from s reao\\n@ between 2Zones. Howewer, Sewveral senvices operate acrdss
(eg. S3 'ijnamo'D%)

Qva\lab\h’r\:) 2one

1 Availability Zone


http://aws.amazon.com/

what is AwS o@eﬂnﬁ?

Low Onﬁo\nq Cost, pricing with or Ionﬁ—’rerm
commitrents,

\nstant Elasﬁc'\h:) & Pexible Capac'\’r\:): C scal'\nﬁ Up and down) Eliminate 3&)\655\03 on 3our
infrastructure ca(oac}‘rsj needs.

Séeeo\ & P\S\I\hj Dewvelop and o\e(alog dpplications faster \nstead of wé\ﬂng weexs or
months £or hardware to arrive and SQ‘L instaled,

F\ﬁas not Ope: Focus on projects. Lets You 2hitt resources awau from data center
investments and operations and move them to innovative new (aro\‘)ecw‘s.

Global Reach: Take Your appes ﬁlobal 0 minutes,

Open and Fexibe: You choose the o\eveloPmenJr Pla’r?orm or Prograrhm'\nﬁ model that
makes the most sense for Your business, '

Secure:  Alows Your application to take advantage of the multicle layers of
operational and Phtjs‘ca' secur'\’rtj in the PWS data centers to ensure the \n’reﬁr\’rg
and sa@@a ot Your data.,

4



The Amazon web Services Universe
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Hanaﬁemeh’r \nterface
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h’r’r(o://aws.amazon.com/cl‘\/

SDK
h’r’r(a:// Aws.amazon.com/tools/

Managerment
‘\nterkace

web
hH(a://aws. mazon.com/console/



http://aws.amazon.com/tools/
http://aws.amazon.com/cli/
http://aws.amazon.com/console/

Infrastructure Services
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hH(az//aws. mazon.com/ebs/



http://aws.amazon.com/s3/
http://aws.amazon.com/ec2/
http://aws.amazon.com/ebs/
http://aws.amazon.com/vpc/
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Amazon Elastic Cbm‘a\n‘e Cloud (CECQ) -
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A web =service that Prov'\o\es res‘\éable émeu’re ca\oac'\hj '\n_ JThe clouo\i.

EC2 alows creating Virtual Machines (VM) on-demand. ’Pre—con€5ureo\ +empla+ed
Amazon Machine \maje CAMD can be used get runnin '\mmeo\'\aJrela. Creaﬂnﬁ and
shar'\nﬁ Your own AMVis also possible via the AwsS Harkefplace.

Auto Scaling alows automaticalhy scale of the CapaC \j: seamless| o\ur‘\nﬁ.
demand epilkes to maintain performance, and scales down uring demand lulls to
MiNIMN2e costs,

Elastic load Balancin au’roma’r‘\calltj distributes ‘mcom\ng dpplication tratfic
across multiple Amazon EC2 instances.

Provide tools  to build £aiure resiient appl'\caﬁons b&j launch'\nﬂ a(a(al‘\caﬂon
instances in separate Qva‘uab‘m‘r\:’ 2ones, ' ‘

Pay only for resources actually consume, instance-hours,
VM \mPoﬁ/ExPor’r enables You to Qas"tj impeort virtual rachine images £rom Your

ex'\sﬂnﬁ enviconment to Amazon EC2 instances and expor’r them back at an\j
time., 8



Micro instances Ct4.raicro)

EC3 \ns’rances

— Micro \nstance 6413 MiB® of rmemony, U to 2 ECUs (¥or short eeriodic bursts), EBS storage only

32-bit or 64-bit Pla+€orm

Standard \nstances (arov’\o\e custormers with @ balanced set of resources and a
low cost (o|a‘r€orm.

M4 Small \nstance (Default) 43 GiB of rmernory, 1 EC2 Compute Unit (1 virtual core with 4 EC2
Compute Unit), 160 @B of local instance s+ora3e, 32-bit or 64-bit platform

M Medium Instance 335 GiB of memory 2 EC2 Compute Units (4 virtual core with 2 ECA
Compute Units each), ulo @B of local instance eroraﬁe, 32-bit or 64-bit platform

M Large \nstance #.5 GiB of rmemory 4 EC2 Compute Units (2 virtual cores with 2 EC2 Compute
Units each), 850 @B of local instance storage, 64-bit platborm

M Extra Larqe nstance 15 GB of mermory, 8 EC2 Compute Units (Y virtual cores with 2 EC2
Compute Unifs each), 46% @B of local instance storage, 64-bit platform

M3 Extira Larqe Instance 15 @B of memory, 13 EC2 Compute Units (Y virtual cores with 3.25 EC2
Compute Units each), EBS storage only, 64-bit platform

M3 Double Extra Large nstance 30 GB of memory 26 ECa Compute Units (8 virtual cores with
3.25 EC2 Compute Units each), EBS s+ora3e only 64-bit platkorm
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EC H‘\ﬂhlv"Pe'r?ormé'nce \nstances -

H'\\cjh—Herhonj \nstances:

— High-Memory Exira Large \nstance 4134 Gid remory 6.5 ECU (2 virtual cores with 3.25 EC2
Compute Units each), 420 @B of local instance storage, 64-bit platorm

- H‘\Sh—Hemor\J Double Extra Large nstance 342 GiIB of memory, 13 ECA Compute Units (Y virtual
cores with 3.25 EC2 Compute Units each), 850 @B of local instance s’roraﬁe, 64-bit platform

- H‘\Sh—Hemo Quadruplke Extra Large \nstance 684 GB of memory, 26 EC2 Compute Units (8 virtual
cores with 3.25 EC2 Compute Units each), 16% @B of local instance s’roraﬁe, 64-bit platform

H‘Lc,h-C’Pu \nstances

- H'\Sh—C?u Medium \nstance 1.+ GiB of rnemory, 5 EC2 Compute Units (2 virtual cores with 2.5 ECa
Compute Units each), 350 @B of local instance eroraﬁe, 32-bit or 64-bit platorm

- H'\zc)h—C'Pu Exira Large \nstance # GiB of memory, 20 EC2 Compute Units (% virtual cores with 2.5
ECa Compute Units each), 46% @B of local instance storage, 64-bit platform

H'\Sh S’roraﬁe \nstances

A H'\3h S’rorase E13h+ Extra Large 443 ad rnemory 35 EC2 Compute Units,
) 64-bit platform, o G‘\ﬁab\’r Ethernet

HBh \/O \nstances

Z H'\Sh Vo Quac\mple Extra Larqe 60.5 GiBd memory 35 EC2 Com\owre Units, &
) 64-bit platkorm, 1o Gigabit Ethernet
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ECa Cluster \nstances
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= Cluster Com\ou’re \ns’ranées Prov’\o\ev Pro%ﬁor’r‘\bnall ) high C’;u ;—esc;urces w\‘r\ﬂ
increased network Pex‘?ormance and “are  well suited for High Performance.
Compute CHPC) applications and other o\emano\'\nﬁ ne fwork-bound applications,

- Cluster Compute Eight Extra Large 60.5 GiB memory, &% ECa Compute Units, 33%0 @B .of local
instance storage, 64-bit. platborm, o G‘\ﬁéb\’r Ethernet ‘

n H‘\ﬁh Memory Custer \nstances perovide proportionaly h'\ﬂh CPU and memo
resources with increased network performance, and “are well suited for
reemory-intensive  applications '\ncluo\'mﬂ in-rremory analyfics, Sraph analysis, and
scientikic com\:>u+'\r\3.

3 H'\ﬁh Memory Cluster Eight Extra Large 244 @B memory, 88 EC2 Compute Units, 240 @B of local
instance s’roraﬁe, 64-bit platform, 4o G‘gab\’r Ethernet

Cluster @PU \nstances \orov'\o\e Qeneral—Pur\oose Sraph'\cs Processi units (GPUS)
with proportional h"\ﬁh CPU and increased network Per%rmance or dpplications
benef?\’rﬁnﬂ from b hl\:’ paralielized processing '\nclud'mﬂ HPC, render\ns and rmedia
Process‘mﬁ aP\ol‘\ca ons, | '

- (uster gPU Quao\ruple Extra Large 22 a® memory 33.5 EC2 Com‘ou’re Units, 2 x DWDIA Tesld
"Fermi' M2050 GPUs, 1690 GB of local instance storage, 64-bit platform, 4o Gigabit Etharnet,



EC2 Payment methods
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= on-Demand  \nstances  let ~jou Pav Lor comPu’re |
capac'ﬁv b\:j the hour with no Ionﬁ-ferm commitrments.

« Resened nstances qgive You the option to make a low
one-time Pa\jme(\’r r each instance You want to
resene and in turn receive a significant discount on the
houﬂa charﬁe for that instance.

= Spot Instances allow custormers to bid on unused
Amazon ECa capacity and run those instances for as
long as their bid exceeds the current Seot Price.



Armazon Elastic Com(au’re Cloud (ECY)
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Arazon Elasﬂc Rlock Store (EBS)

Provides block level s’roraﬂe volumes (4 GB to 1 TB ) for use with Amazon ECA
instances. :

~ Multick volumes can be mounted fo the same instance.
- EBS volumes are network-attached, and persist 'mo\e\oenc\eniH from the like of an instance.

—  Storage volumes bBehave ke raw, unformatted block devices, alowing users to create a fie
' s&s’rem on top of Amazon EBS volumes, or use them in any other Wway You would use a |
block device (like a hard drive).

EBS volumes are placedin & specific Avaiabiity 2one, and can then be attached to
instances also in that same Qva\lab‘\l‘\h:, 2one.

Each eroraﬁe volume. is au’romaﬁcauH replica’red within the same Hvailas\nhj Zone.,

EBS provides the ability to create point-in-time snapshote of volumes, which are
persisted to Amazon S3.

- These snapshots can be used as the s’rarﬁnﬁ point for new Armazon EBS volurmes, and
protect data for long-term o\urab‘\lﬁﬁ.

- The same snapsho’r can be used to instantiate as rmMany volumes as You wish,

- These snapshots can be coP'\ec\ across QWS res'tons. ;

= E— ——— 7]



EBS Volume s
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Standard volumes offer s*roraﬁe for applications with moderate or burs’rg /o
requ\remen’rs. :

- Standard volumes deliver a(a(arox'\ma’rela 400 \OPS on average.

- well suited for use as boot volumes, where the burst ca\oab‘\l‘\ﬂj provides fast instance start-up
times. |

Provisioned \OPS volumes are designed fo deliver eredictable, h'\ﬁh perfomance for \/o
intensive workloads such as databases,

- You seec\_@\j an \OoPS rate when creaﬁrB a volume, and EBS provisions that rate for the lifetime
of the volume.

- Amazon EBRS currenﬂg suppor‘rs ue to Y000 \OPS per Provisiored \0PS volume.
— You can strice multicle volumes +03e+her to deliver thousands of \OPS per ECa instance.

To enable Your EC2 instances to ?uila utiize the \WOPS provisioned on an EBS volume;
~ Launch selected Amazon ECA instance types as "‘EBS-optmized" instances.

- EBS-optimized instances deliver dedicated throughput between Amazon EC2 and Amazon EBS,
with options between Soo Mbes and 1000 Mbes o\e(aeno\‘\nﬁ on the instance ’r\j(oe used,

EBS charﬁes based on per gB-month AnD per 4 milion \V/o requests

15



Arazon S\m\éiﬁé’S;r‘éraﬁ.e‘ Service (S) -
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Amazon S3 Prov‘\o\es a simple web services interface that can be used to store and
retrieve any amount of daty, at any time, Lrom an\:’where on the web.

write, read, and delete objects containing from 4 byte to 5 terabytes ok data each.
The number of objects you can store is unlimited.

Each object is stored in a bucket and retrieved via a unique, develo(aer—ass\f)ned key,
= A bucket can be stored in one of several Regione.

- You can choose & Region fo optimize for latency minimize costs, or address requiatory
requirements.

- ob\'}ec’rs stored in a Eeﬁ'\on never leave the ’Eeﬁ'\on unless You transfer them out.

Authentication mechanisms are Prov'\o\eo\ to ensure that data is kept secure Lfrom
unauthorized access, ' :

- Objects can be made erivate or public, and r\3h+s can be Sranfec\ to specific users.

S3 charges based on per G B-month BuD per \V/o requests AvD per data
rodikication requests,

16
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Arazon \/‘\v’ruéﬂlv ;P'r"\.v'a’re Cloud (VPC)
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Arazon VPC lets You provision a logicaly isolated section of the
Arnazon web Services (AWS) Cloud:

You hawve com\ole’re control over Your vicrtual ne‘rwor\;\nﬁ
e nvironment, '\ncluo\‘mﬁ:

- selection of your own \'P address range,

— creation of subnets, and

- con(‘\sQraﬁon of route tables and ne twork aa’rewa\:)s.

VPC alows bridging with an onsite \T infrastructure with an
encrap’reo\ VPV connection with an extra chatﬁe per VPV
Conne.ction-hour., :

There is no additional charﬂe for us\ng Amazon Virtual Private
Cloud, aside £rom the normal Amazon EC2 Usage charﬁes.
18
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http://aws.amazon.com/s3/
http://aws.amazon.com/ec2/
http://aws.amazon.com/ebs/
http://aws.amazon.com/vpc/

- Platborm Services
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hH(o:/ /aws.amazon.com/ elas’r'\cma(areo\uce/

RDS

htte//aws.amazon.com/rds/ |

Platborm Senvices

' hﬁ@:// AWS.amazon.com/ o\%namoo\b/

Beanstak
htte//aws.amazon.com/elasticke anstal/
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http://aws.amazon.com/dynamodb/
http://aws.amazon.com/elasticmapreduce/
http://aws.amazon.com/elasticbeanstalk/
http://aws.amazon.com/rds/

Amazon Elastic HagReduce (EMR)
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Amazon EMR is a web =ervice that makes it easxj to qu‘\ckk:’ and cosf—?.@?ecﬁvel\:’
process vast amounts of data us\nﬁ Hao\ooP.

Amazon EMR dietribute the data and \orocess'\nj Across a resizable cluster of
Amazon ECJ instances.

wWith Amazon EM® uou can launch a Pers‘\s’fem‘ cluster that s+a33 up \nde%n‘\felﬁ or a -
’rem\oorarﬁ cluster that terminates atter the anal\js\s is complete.

Amazon EMR supports a variety of Amazon EC2. instance types and Amazon EC2
ricing options (on-Demand, Resened, and' Seot).
prEmaoe ©

when launching an Amazon EMR cluster Calso calied a “\'\ob Qow", You choose how
many and what tyce of Amazon EC2 Instances to erovision.

The Amazon EMR price is in addition to the Amazon EC2 price.

Amazon EMR is used in a variety of applications, including loq analusis, web ‘\ndex‘\ng,
data warehous\nﬁ, machine learning financial analysis, scientific  simulation, an
bioinkormatics.

21



a Elastic MapReduce

nij Managed Hadoop Framework

Arazon Elastic Ha\o’\ieo\uce CEM®)

Vizwing:| A 1%a 3 of 3 Job Flaws
Name State Creation Date Elapsed Time Normalized Instance Hours

My Job Flow u# COMFLETED 2013-10-17 1707 EDT urs & minutes | 3

My Job Flow ¥ COMFLETED 20131017 16:42 EDT | 0 howrs 20 minutes| 3

1 Job Flow selected
Job Flow: j-7DE0QY3YLLCNG
Last State Change: St=ps compilated
Diescription Steps Bootstrap Acticns Instance Groups Monitoring
Times are displayed in UTC, Time Rangsa: | Last Wesk )
Awg Map Tasks Running Avg Map Tasks Remaining Avg Map Slots Open [C L Awg Remaining Map Tashks Awg Reduce Tasks Running

Slat [Court)

[T =TT RS RT]

[ P T
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Awg Reduce Tasks Remaining Avg Reduce Slots Open Avg HDFS Utilization C 1) Running [Count)

Awg Core Modes Pending Awg Task Modes Running

Cloarit] Ciousn




Armazon Relational Database Service (RDS)

Amazon ®DS is & web service that makes "ﬂ easy ’fo set u(a—, operate, and scale a

relational database in the cloud.

Amazon RDS aqives access to the capabiities of a £amiliar HHSCQL, oracle or Microsoft
SQL Server database engine,

- Code, applications, and tools a|reao\3 used with existing databases can be used with RDS.

Amazon RDS automaticaly patches the database software and backs up the database,
s‘ror'mﬁ the backups for "a user-defined retention period and enabl'\n3 point-in-time
r?.coveﬁj.

Amazon DS Prov‘\o\es scal'\nj the compute resources or s’roraﬁe capac'rhj associated
with the Database \nstance.

Pay onl for the resources actually consumed, based on the DB \nstance hours
consumed, database storage, backup storage, and data transfer.

- on-Demand DB Instances let You pay for compute capac'\’rtj b3 the hour with no Ion3—+erm
cormmitments, .

- Resened DB Instances give the option to make a low, one-time payment for each DB nstance
and in turn receive & significant discount on the hourly usage charge for that DB Ingtance.



SQL 'Da’rabases

—_— = S — ——— Pa— — = — S SR

" In relational databases (Sl Databases), HCD Cﬂ’rom‘\c‘\’ra
Consistency, \solation, Durability is & set of properties that
guarantee that database transactions are P\"OCQSSQO\ reliably.

- -Htomicity requires that each transaction is ‘al or nothing’ i€ one part of |

the transaction £ails, the entire transaction fails, and the database state
is lett unchanseo\

- The conS\s’rencS ro er’rg ensures that any transaction will bﬂnﬁ the
database from one val\o\ state to another.

- The isolation P(‘O(oer‘r ensures  that the concurrent execution of
transactions results in & sustem state that would be ob’ra\neo\ (Y
transactions were executed ser\all\j,

- Durabiity means that once a transaction has teen committed, it wil
remain $o, 2ven in the event of power loss, crashes, or errors.

24



Armazon 'D\jnarho'DB
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o 'Dﬁnamo’DB is a fast, fUlly managed MoSQL database service that
makes it simple and cost-effective to store and retrieve any
amount of data and serne any level of request tratfic,

= Al data items are stored on Solid State Drives (SSDs), and are
repl'\ca‘reo\ ACross 3 Qva‘\lab‘\ﬁ’r\j Zones for h'\ﬁh ava‘\lab\l‘\’r\j and
o\urabm’rﬁ.

- 'Danamo'DE tables do not have fixed schemas, and each item
rdy have a different number of attributes.

. DjnamoD% has no u‘:rQron’r costs and implements a P&y as You
g0 plan as a. a Qat hourl\j rate based on the capac‘d\J resened,

25



NoSQL Databases
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A VoSaL database Prov'\o\es a mechanism for storage and retrieval of data

that employs less constrained cons‘vs’rema models than traditional relational
databases, ‘

NoSQL databases onlﬁ support Eventual Consistenc which is a cons'\erenca .
model used in distributed computing that informally quarantees that, i€ no
Rw updates are made to a gven data item eventualy all accesses to that
item wil returm the last updated vake.

NoSQL databases are often h‘\ﬁhH o‘aﬁm‘\%ed keuvalue stores intended for
simple  retrieval and apeending operations, “with the 903l being s\gn\@xcan’r
pe&‘?ormance benefits in terms of la’renc:ﬂ and ’rhrouShPu’r.

Ke\j—vaiue stores alow the a\o(al'\caﬂon to store ite data in @ schema-kess

wa\:).

— The data could be stored in & datatuce of a pt‘Oﬁramm'\vB |an3uaae or an o\o\')ed.
Because of thig, there is no need £or a £ixed data model.

26



!n Elastic Beanstalk

AWS Application Container

Amazon Elastic Beanstalk
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AwS Elastic Beanstalk Prov'\o\es a solution to qu'\cklxj o\eploa and rnanage dpplications in
the AWS cloud.

Tou simpl u load Your application, and Elastic Beanstalk automatically handies the
o\e\olo&men’r ge’ra'\ls ot _ca\oac\’rkj Prov'\s\on'\% load balanc‘\n& au’ro—scaﬁnﬁ and application
health mon'\for'\ns.

Elastic Beanstalk leverages AwS services such as Amazon ECY, Amazon S3, ..

To ensure 'eastj Por’réb\l\’r\j of Your application, Elastic Beanstak is built Using Lamiliar
software stacks such as

- Bpache HTTP Server for Mode,je, PHP and Pythen
- 'Passenger Lor Ruby,

- S 3.5 for NET

- Apache Tomeat for Java.

There is no additional charge for Elastic Beanstalk - You pay onl3 Lor the AwS
resources needed to store and run Your applications.

27
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RDS

htte//aws.amazon.com/rds/

hH(o:/ /aws.amazon.com/ elas’r'\cma(oreo\uce/

Platborm Senvices

' hﬂ:@:// AWS.amazon.com/ o\%namoo\b/

Beanstak
htte//aws.amazon.com/elasticke anstal/
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http://aws.amazon.com/dynamodb/
http://aws.amazon.com/elasticmapreduce/
http://aws.amazon.com/elasticbeanstalk/
http://aws.amazon.com/rds/

Cross Service Features

h‘r‘n‘o:/ [aws.amazon.com/cloudwatch/
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http://aws.amazon.com/cloudwatch/
http://aws.amazon.com/swf/
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Amazon Cloudwatch \o(‘ov\O\QS mon'\‘ror'\nﬂ ?or Gl;)s cloud resources_aho\ the dpplications
customers run on AWS.

Arazon Cloudwatch lets You Pr03rammaﬁcall retrieve Jour mon‘t’ror'\n3 data, view raphs,
and set alams to hele You troubleshoot, spot trends, and take automated action based
on the state of Your cloud environment,

Amazon Cloudwatch enables you to monitor your AwS resources up-to-the-minute in
real-tirme, '\r\cluo\'\nﬁr

— Amazon ECA2 instances,

- Bmazon EBS volumes,

— Elastic Load Balancers,

— Amazon RDS DB instances.

Metrics such as CPU utiization, latency, and request counts are erovided autormatically
for these AWS resources.

Customers can also supEey their own custom application and e.ﬁs’rem metrice, such as

nmemory usage, transaction volumes, or error rates,.
30
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Workflo Service for Coordinatin g Applcaton
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Arazon Sﬁ:\' \:zle .\l)or—kﬂdi;;'éerv\ce CSWH) -

Amazon SWF is a task coordination and state manaﬂemen’r service
Lor cloud applications.

Using Arazon SWH You structure the various processing stees in

an dpplication that runs across ok or more machines as a set of
\l \l

~tasks. |

Amazon  SWF Mandges dependencies betueen the tasks,
schedules the tasks for execution, and runs any logic that needs
to be executed in paralel,

The service also tracks the tasks Progress.

As the business requirerments change, Amazon SWF makes it eas
to chanﬁe dpplication Ioa'\c withou hav'\nﬁ to worry about the
underla‘\nﬁ state mach‘\ner\:, and flow control,

31



h‘r‘n‘o:/ [aws.amazon.com/cloudwatch/
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http://aws.amazon.com/cloudwatch/
http://aws.amazon.com/swf/

watch out for unex\oec’reo\ Costs
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= when You Linish Your work remember to make sure
of the ?ollow‘\nﬁ to avoild unwanted costs:

— Delete 3our-83 ob\')ec’rs.
— Stop or Shut Down Your EC2 and RDS instances.

= The customer is responsible for the resources he's
us'\nﬁ. AwS declines ahg res\oons\b\l'\’rﬁ i€  the
customer ?orﬁe‘rs to shut down resources,
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AwS Free Usage Tier
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MORE
|INFO N

. hH(a://aUus.ama%dn.com/Qree/
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http://aws.amazon.com/free/

