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Abstract—This paper presents a comprehensive analysis of
the security aspects of the InsightFace project (a popular open-
source face recognition system) focusing on its susceptibility to
three distinct black box attacks: Face Swap, Morphing, and
Presentation. Open-source face recognition models are used
in commercial applications, thereby motivating our security
analysis. Our investigation entails a meticulous evaluation of the
susceptibility of the project to false authentication when sub-
jected to the three attacks. We observed from our experiments
that InsightFace was not able to differentiate between legitimate
images and manipulated images. The principal aim of this
research is to draw attention to the security challenges inherent
in open-source face recognition systems, often integrated into
various public applications.

Index Terms—Face Recognition, Security, Attacks

I. INTRODUCTION

Face recognition systems play a crucial role in security
[1]. These systems identify and authenticate individuals by
analyzing facial traits and have various applications across
numerous industries and other sectors [2]. Integrated into
several cyber-physical systems within smart cities [3], face
recognition contributes to protection and prevention mea-
sures. A key aspect of face recognition systems is they
are used in authentication, either as standalone solutions or
in combination with other authentication methods for two-
factor or multi-factor authentication. For instance, Xin et
al. [4] proposed a multi-factor authentication system for
smart homes that combines face recognition with one-time
passwords (OTPs) on smartphones; their system aims to over-
come the limitations of traditional authentication methods,
such as passwords and PINs, by offering a more secure and
convenient alternative. Numerous use cases demonstrate the
significance of face recognition systems in our lives [5]–
[8]. However, the widespread adoption of face recognition
systems also makes them attractive targets for cyber-attacks
[6]–[8].

Authentication through face recognition systems involves
a series of steps, including inputting facial features via a
camera, face detection and localization preprocessing, feature
extraction, and decision-making. Attacks can happen during
the input stage or within the recognition model. Researchers
have been working to develop face recognition attacks and
defense protocols to strengthen security [9]–[11]. However,
there is limited research on the security of open-source

face recognition systems [12]–[14]. Businesses often adopt
open-source solutions to enhance the efficiency and cost-
effectiveness of their system development, which necessitates
a detailed security analysis.

In this research, we evaluate a popular open-source face
recognition system called InsightFace against three blackbox
attacks on InsightFace1: face swap [15], morphing [16], and
presentation [17], because of their prevalence in the literature.
Face swapping, a type of deepfake attack, has around 246
research articles in Google Scholar within the last 5 years
(with the search phrase: “deepfake attacks”). Morphing and
presentation attack have 556 and 1900 publications respec-
tively. Additionally, surveys on challenges of face recognition
systems [18]–[21] show that these three categories of attacks
are the most common forms of attacks on face recognition
systems. More importantly, InsightFace uses ArcFace [22],
one of the state-of-the-art loss functions used in a convolu-
tional neural networks that outperform a few well-known face
recognition models [22]. ArcFace has also been used in face
authentication research [23]–[25]. At the time of writing, the
InsightFace Github repository2 had a significant popularity of
about 17,000 stars and 5,000 forks. These statistics motivated
us to choose InsightFace as the use case for this study. Our
experiments demonstrate that InsightFace may fail to detect
images manipulated using the aforementioned attacks, and
this highlights the importance of rigorous evaluation and
testing of open-source face recognition systems, especially
when they play a role in safeguarding user privacy and
identity. Independent of our study, InsightFace launched the
Face Anti-spoofing Workshop and Challenge [26], which
further highlights the interest and the need to augment open-
source face recognition systems to defend against various
types of attacks, including the ones that we consider in our
study.

The two main contributions of this work are as follows:

• Implementation of three blackbox face recognition at-
tacks (Face Swap, Morphing, and Presentation) on
InsightFace using reputed public figures.

• Analyses and assessments of InsightFace’s susceptibility
when subjected to the three attacks.

1https://insightface.ai/
2https://github.com/deepinsight/insightface
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The rest of the paper is organized as follows: Section II
discsuses related work; Section III introduces InsightFace;
Section IV presents the experiments, including the dataset,
threat model, and implementation; and Section V concludes
the paper and discusses limitations and possible future direc-
tions.

II. RELATED WORK

Several studies [12]–[14] have analyzed the security vul-
nerabilities of open-source software projects. Gkortzis et al.
[27] created a dataset consisting of vulnerabilities in open-
source projects. To generate this dataset, the authors analyzed
reports from the National Vulnerability Database (NVD) to
identify vulnerable versions of open-source projects. The
NVD provides detailed information about the severity of
a vulnerability and its potential impact on confidentiality,
integrity, and other factors. Prana et al. [5] conducted an
analysis of vulnerabilities in open-source libraries used by
450 software projects developed in Java, Python, and Ruby.
The authors examined various aspects of the vulnerabilities,
including their types, distributions, severity, and persistence.
The study found that project activity level, popularity, and
developer experience do not necessarily result in better or
worse handling of dependency vulnerabilities. Furthermore,
the authors discovered that the types of vulnerabilities that
are most common across the languages studied are “Denial
of Service” and “Information Disclosure.” This finding high-
lights the need for developers to be particularly vigilant in
addressing these types of vulnerabilities when using open-
source libraries. Our study is focused on one open-source
project, InsightFace, which we evaluate against several types
of attacks that are specific to face recognition.

Open-source software development also faces several cat-
egories of cyber-attacks. A study by Yuki Matsuo et al.
[6] investigated the vulnerability of COVID-Net, an open-
source Deep Neural Network (DNN) model. The work fo-
cused on backdoor attacks, highlighting the need to consider
the vulnerability of DNN models and the importance of
incorporating appropriate security measures. Neslihan et al.
[7] studied mask attacks on 2D and 3D face recognition
systems using a MORPHO mask attacks database. They
found that face recognition systems were vulnerable to
spoofing attacks and their robustness varied depending on
the method and modality used. The authors concluded that
robust algorithms are necessary to mitigate the effects of
spoofing on face recognition. The authors also showed that
texture analysis may reveal more information to detect mask
attacks than 3D face shape characteristics. Ulrich et. al [8]
studied the vulnerability of biometric systems to morphed
face attacks using two new databases of morphed images.
They created databases using printed and scanned digitally
morphed images, using two scanner types: a flatbed scanner
and a line scanner. The paper presented a new database of
morphed images, evaluated the vulnerability of different face
recognition systems, and conducted a comparative study on
different morphed face attack detection algorithms to assess
their applicability and generalizability on the scanned morph

face database. Raghavendra et. al [28] examined the vulnera-
bility of an extended multispectral face recognition system to
presentation attacks. The system captures face images across
various spectral bands and investigates each band’s suscep-
tibility. Experiments were conducted using SpectraCam™,
a commercial camera capable of capturing seven different
bands. The researchers created face artifacts using laser
and inkjet printers and evaluated state-of-the-art Presentation
Attack Detection (PAD) algorithms. The findings indicate
that the extended multispectral face recognition system is
vulnerable to print attacks and suggests difficulty in detecting
presentation attacks.

There are various countermeasures to defend against
presentation, morphing and deepfake attacks. Presentation
attack detection techniques include static texture analysis
and convolutional feature extraction, liveness detection, and
multi-modal fusion [29], [30]. Principle Component Analysis
(PCA) can be used to detect face morphing attacks [31].
Watermark injection can be used to detect any manipulation
of the image or video by deepfake algorithms [32]. These
techniques are computationally efficient and can be employed
on face authentication systems to enhance security. However,
our preliminary testing suggests that such countermeasures
are not used in the InsightFace project. Therefore, our aim is
to encourage the integration of such countermeasures where
applicable.

III. INSIGHTFACE

InsightFace is an open-source deep learning library for face
recognition, developed at the Chinese University of Hong
Kong [33]–[40]. The library implements state-of-the-art face
recognition algorithms and provides pre-trained models. In-
sightFace uses deep convolutional neural networks (CNNs)
such as ResNet [41], MobileNet [42] and DenseNet [43]
to extract features from face images, and then use those
features to identify individuals. The project supports a variety
of face recognition tasks, including face verification, face
identification, and face clustering.

The InsightFace model uses several advanced techniques
to improve the accuracy of face recognition, such as ArcFace
loss [22], a loss function that optimizes the angular margin
between classes in the feature space. ArcFace was proposed
first in 2019 as the state-of-the-art model for face recognition
systems. Note that InsightFace does not claim to incorporate
security against the three attacks discussed in our study.

Prior to implementing the three aforementioned black box
attacks, we conducted a series of preliminary experiments on
InsightFace. Our objective was to understand the recognition
outcomes of the system given various inputs such as two
similar faces, different faces, faces with and without masks,
twins, etc. The dataset used in these experiments consisted of
images of human figures with different facial features, poses,
and expressions collected via web search. An example from
the subset of our preliminary experiments is presented in
Figure 1. InsightFace outputs a similarity score and a string
of text stating whether the faces are of the same person or not.
The score (0 to 1) is also an indicator of similarity. Similar



Fig. 1. Analyzing the performance of InsightFace on different well-known faces.

faces will have scores closer to 1, while dissimilar faces will
have scores closer to 0.

IV. EXPERIMENT

A. Dataset

We utilized the r100-w2m model provided by the Insight-
Face project for the purpose of face verification. r100-w2m
leverages the larger WebFace-2M dataset [44] for training.
The dataset consists of over 2 million images and covers
more than 50,000 identities. This dataset expands upon the
diversity and complexity of the WebFace-600K dataset, pro-
viding an even more challenging setting for the development
of advanced face recognition models.

We scrape 15 publicly available images of well-known
individuals to analyze the classification outcome of Insight-
Face3. In order to retain the original characteristics of the im-
ages, we did not perform any pre-processing on the images.
We manipulate the images using the three attacks, keeping
copies of the original image. We input the original image and
the manipulated image (implementing the three attacks on the
actual image) to the system. The expected output should be a
lower similarity score followed by InsightFace’s text output
“They are NOT the same person”. The default categorization
threshold used is 0.2, which we leave unchanged to ensure
that our results reflect the default configuration.

B. Threat Model

The threat model of our attack is presented in Figure 2.
For the scope of this research, we experimented with three
attacks: Face Swap [15], Morphing [16], and Presentation
[17]. For a presentation attack, the attacker requires an image
of the legitimate user (i.e., the victim image). The attacker
can manipulate that image by printing it and presenting the
printed image to the camera. Manipulations can be pixel
transformations or print attacks. For the other attacks, the
attacker requires both the victim image and the target image.
Presumably, the target image is the image that favors the
attacker (e.g., an image of the attacker). The attacker’s inten-
tion is to modify the victim’s image or to replace the victim’s

3We use the web demonstration, whose source code is available at
https://github.com/deepinsight/insightface/tree/f8aa2c1/web-demos/src
recognition

Fig. 2. Threat model considered assumed for the attacks implemented.

image with the target image to spoof the authentication
system. Presentation attacks require the attacker to interact
with the system’s camera that provides video input to the
system. Face Swap and Morphing require a neural network
model to replace the target’s facial features with that of
victim’s; these attacks require the attacker to either intercept
the video feed to the system and inject their own data, or
to provide their own video feed to the system (e.g., if the
system allows users to authenticate from any device).

In this research, we mimic the role of an ethical hacker
performing the attacks presented in Fig 2. As such, we
implemented the attacks and input the manipulated images
to InsightFace to record the outcomes. The outcomes are
presented in Table I.

C. Implementation of Attacks

The implementation of the three attack techniques consid-
ered in our threat model is described below.

Face Swap. Face swap is a type of attack in which
an attacker replaces the face of a person in an image or

https://github.com/deepinsight/insightface/tree/f8aa2c1/web-demos/src_recognition
https://github.com/deepinsight/insightface/tree/f8aa2c1/web-demos/src_recognition


TABLE I
OUTCOMES OF THE TEST CASES ANALYZED BY INSIGHTFACE: THREE BLACK BOX ATTACKS (FACE SWAPPING, MORPHING, AND PRESENTATION) ARE

TESTED ON THREE DIFFERENT TEST CASES (A, B, AND C). THE MANIPULATED AND ORIGINAL IMAGES ARE SUPPLIED AS INPUT TO INSIGHTFACE
WITH A THRESHOLD VALUE SET TO 0.2. AN OUTCOME MORE THAN 0.2 INDICATES A MATCH.

Testcases Face Swap Morphing Presentation Expected Outcome

A They ARE the same person;
Score: 0.3053.

They ARE the same person;
Score: 0.6421.

They ARE the same person;
Score: 0.3399. They are NOT the same person

B They ARE the same person;
Score: 0.3268.

They ARE the same person;
Score: 0.6519.

They ARE the same person;
Score: 0.3049. They are NOT the same person

C They ARE the same person;
Score: 0.3063.

They ARE the same person;
Score: 0.4536.

They are NOT the same person;
Score: 0.0721. They are NOT the same person

video with the face of another person. This can be done
using various tools and techniques, such as image editing
software or deep learning algorithms. For the experiment, we
used Faceswapper.ai [45], an online tool that uses generative
adversarial networks to swap the face in one image with a
face from another image.

Figure 3 shows three face swap attacks. For test cases A, B,
and C, we swap the face in ‘Subject 1’ with that in ‘Subject
2’ to create the ‘Manipulated Image’. ‘Subject 1’ as the first
input image and ‘Manipulated Image’ as the second input
image are then supplied as input to InsightFace. The outcome
in correspondence to the inputs are shown in Table I. We
observe that although InsightFace outputs lower similarity
scores for the face-swapped images, they are still above the
threshold to be classified as the same person.

Fig. 3. Sample test cases of Face swap attack.

Morphing. Morphing is a type of attack in which an
attacker combines two or more faces to create a new face
that looks like a blend of the original faces. We constructed
our algorithm by using the Dlib Python library’s 68 face
landmarks detection model [46] to detect landmark points
on the faces. Delaunay triangulation [47] is used to give
better triangular meshes in a two-dimensional image plane
to represent a natural face segmentation. The two landmarks
are then matched and plotted on top of each other to create
a morphed image.

In this study, we develop a sophisticated face-morphing
algorithm by leveraging the OpenCV libraries and validated
it by conducting a series of experiments on three distinct test
cases, labeled A, B, and C. To perform the morphing oper-

ation, using two images named ’Subject 1‘ and ’Subject 2‘,
we meticulously align and superimpose the facial landmarks
of both subjects to create a composite ‘Manipulated Image’.
Upon analysis, we observe a notable difference between face-
swapping and face-morphing attacks. Unlike face swapping,
the morphing technique preserves characteristic features from
both input images, resulting in a more convincing and
seamless blend. To further evaluate the effectiveness of the
proposed method, we employ the InsightFace recognition
system to process both ‘Subject 1’ and ‘Manipulated Image’.
The outcomes of the analysis are presented in Table I. We
observe that InsightFace classifies the face-morphed images
as the same person; we also observe that the similarity scores
are higher than for the face swap experiment discussed above.
This may indicate that defending against a face morph attack
may be more difficult than defending against a face swap
attack.

Fig. 4. Sample test cases of face morphing attack.

Presentation Attack. Presentation attacks, also known as
spoofing attacks, are attempts to deceive or bypass biometric
recognition systems using artificial or manipulated samples
[48]. Print attacks (a type of presentation attack) [49] specif-
ically involve the use of printed images, photos, or other
physical reproductions of a biometric sample to trick the
recognition system into granting access to an unauthorized
person [50]. In the context of face recognition systems, a print
attack may involve presenting a high-quality photograph of
the authentic face in front of the camera.

Similarly, for fingerprint recognition systems, an attacker
presents a printed or molded replica of a fingerprint to



deceive the sensor. Since presentation attacks are mostly
printed photo attacks, we could not find any open-source al-
gorithm to implement the print attacks. Hence, we developed
an algorithm that can generate print images from original
images. The algorithm involves converting the original image
to grayscale, applying a blur filter, inverting the colors,
and enhancing the contrast. These transformations aid in
accentuating certain features or artifacts within the image
that can indicate a presentation attack.

Fig. 5. Sample test cases of presentation attack.

Figure 5 illustrates three test cases (A, B, C) demonstrating
a presentation attack. The manipulated images were gener-
ated using the aforementioned custom-developed presentation
attack simulation algorithm. As evident from Table 1, In-
sightFace struggles to differentiate between manipulated and
genuine images in the first two test cases. However, in test
case C, the algorithm successfully identifies the manipulated
image.

V. CONCLUSION

In this research we explore the security of a popular
face recognition library, InsightFace, against three black box
attacks (face swap, morphing, and presentation) on face
recognition systems. We evaluated the outcome of the attacks
to determine if the system was able to differentiate between
authentic and non-authentic faces. Our preliminary exper-
iments show that InsightFace is susceptible to classifying
manipulated images as authentic, and can thus result in
false authentication of malicious users. The similarity scores
also indicated that morphing attacks are harder to detect
compared to face-swap and presentation attacks, given the
high similarity score it achieved. False authentication can
have serious consequences such as exposure of confidential
information, financial loss, or identity theft. At the time
of submission of this manuscript, our evaluation was still
based on up-to-date code from the InsightFace repository (see
Section IV).

In future work, we plan to test other face recognition
models such as VGGFace2 [51]. We tested the three most
common blackbox attacks. However, there are other types of
attacks on face recognition systems such as whitebox attacks
using adversarial eyeglasses to spoof the authentication [52].
Whereas we used a small set of public images scraped from
the web to conduct our experiments, additional experiments
can be performed using standard face recognition datasets.
Moreover, the inclusion of faces representing different gen-
der, race and age would help to identify biases and limitations
of the systems, improve accuracy by incorporating diverse
datasets, and help with building more inclusive and robust
face recognition systems.
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